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Abstract

This paper contains lower bounds on the counting function of the positive eigenvalues of the interior transmission problem when the latter is elliptic. In particular, these bounds justify the existence of an infinite set of interior transmission eigenvalues and provide asymptotic estimates from above on the counting function for the large values of the wave number. They also lead to certain important upper estimates on the first few interior transmission eigenvalues. We consider the classical transmission problem as well as the case when the inhomogeneous medium contains an obstacle.

1. Introduction

Interior transmission eigenvalues (ITEs) were introduced in the middle of 1980s and soon became a classical object in the scattering theory; see, e.g., a recent review [5]. Their importance is based on the relation of ITEs to the far-field operator: if real $\lambda = k^2$ is not an ITE, then the far-field operator with the wave number $k$ is injective and has a dense range. In particular, when the linear sampling method (widely used in the inverse scattering theory) is applied for recovery of the support of the inhomogeneity in the medium, one needs to know that the far-field operator has a dense range, i.e. $\lambda = k^2$ is not an ITE. For this and other applications, it is important to know not only the fact of the discreteness of the ITEs but also their distribution. Note that ITEs can be measured, and this opens an opportunity to use ITEs for the recovery of the properties of the scatterer (e.g. [5, theorem 3.2]).

Let us recall the definition of ITEs. The values of $\lambda \in \mathbb{C}$ for which the homogeneous problem

\begin{align*}
- \Delta u - \lambda u &= 0, \quad x \in \mathcal{O}, \quad u \in H^2(\mathcal{O}), \\
- \nabla A \nabla v - \lambda n(x)v &= 0, \quad x \in \mathcal{O}, \quad v \in H^2(\mathcal{O}), \\
u - v &= 0, \quad x \in \partial\mathcal{O}, \\
\frac{\partial u}{\partial v} - \frac{\partial v}{\partial u} &= 0, \quad x \in \partial\mathcal{O},
\end{align*}

are called interior transmission eigenvalues where $A(x)$ is a real matrix-valued function with bounded measurable coefficients and $n(x)$ is the unit normal vector to the inhomogeneous medium.
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has a non-trivial solution are called the \textit{interior transmission eigenvalues}. Here, \( \mathcal{O} \subset \mathbb{R}^d \) is a bounded domain with a \( C^\infty \)-boundary, \( H^2(\mathcal{O}) \) and \( H^1(\partial \mathcal{O}) \) are the Sobolev spaces, \( A(x), x \in \overline{\mathcal{O}} \), is a smooth symmetric elliptic \((A = A' > 0)\) matrix with real-valued entries, \( n(x) \) is a smooth function, \( v \) is the outward unit normal vector, and the co-normal derivative is defined as follows:
\[
\frac{\partial}{\partial v_A} v = v \cdot A \nabla v.
\]

Problem (1)–(3) appears naturally when the scattering of plane waves is considered, and the inhomogeneity in \( \mathbb{R}^d \) is located in \( \mathcal{O} \) and described by an anisotropy matrix \( A \) and the refraction index \( n \). We will be mostly concerned with the case \( d = 2, 3 \), but all the results below can be automatically carried over to any dimension \( d \).

We will also consider the case when \( \mathcal{O} \) contains a compact obstacle \( \mathcal{V} \subset \mathcal{O}, \partial \mathcal{V} \in C^\infty \). In this case, equation (2) is replaced by
\[
- \nabla A \nabla v - \lambda n(x)v = 0, \quad x \in \mathcal{O} \backslash \mathcal{V}, \quad v \in H^2(\mathcal{O} \backslash \mathcal{V}); \quad v(x) = 0, \quad x \in \partial \mathcal{V},
\]
while equation (1) remains valid in \( \mathcal{O} \). For simplicity of notation, we will consider problem (1)–(3) as a particular case of (1), (4), (3) with \( \mathcal{V} = \emptyset \).

Denote the set of real \textit{non-negative} ITEs with their multiplicity taken into account by \( \{ \lambda_i^T \} \). Similarly, denote the set of positive eigenvalues of the Dirichlet problem for \(-\Delta \) in \( \mathcal{O} \) by \( \{ \lambda_i \} \), and the set of positive \( \lambda_i > 0 \) for which equation (4) in \( \mathcal{O} \backslash \mathcal{V} \) with the Dirichlet boundary conditions at the boundary \( \partial (\mathcal{O} \backslash \mathcal{V}) \) has a nontrivial solution by \( \{ \lambda_i^A \} \). The corresponding counting functions will be denoted by
\[
N_T(\lambda) = \# \{ i : \lambda_i^T \leq \lambda \}, \quad N(\lambda) = \# \{ i : \lambda_i \leq \lambda \}, \quad N_A(\lambda) = \# \{ i : \lambda_i^A \leq \lambda \}.
\]

Let us stress that problem (1), (3), (4) is not symmetric, and the existence of the real eigenvalues cannot be established by soft arguments. Note that even in the case when the set of positive ITEs is countable, they could be distributed so sparsely or so densely that, from the practical point of view, the situation would be the same as in the case when the set of ITE is finite or not discrete, respectively. Thus it is important to know conditions for the set \( \{ \lambda_i^T \} \) to be discrete (counter examples can be found in [13]), to be infinite, as well as to know the asymptotic behavior of \( N_T(\lambda) \) as \( \lambda \to \infty \).

It is known (due to Cakoni, Gintides, Haddar, Kirsch, e.g., [5, theorem 4.8], [6] and [7]) that the set \( \{ \lambda_i^T \} \) of non-negative ITEs is infinite if \( \mathcal{V} = \emptyset \), and the matrix \((1 - n)(A - I)\) is positive-definite for all \( x \in \overline{\mathcal{O}} \). When \( A = I \), some estimates on \( N(\lambda) \) for ITEs can be found in [16, 11].

The case \( \mathcal{V} \neq \emptyset \) was studied in [4]. The existence of infinitely many real ITEs was proved for the isotropic media \( A = I \) if \( n < 1 \) everywhere. The existence of at least one real eigenvalue is shown if \( A(x) > I, n \neq 1, x \in \overline{\mathcal{O}} \), and the obstacle is small enough. The authors of the latter paper noted that the case \( A < I, \mathcal{V} \neq \emptyset \) remains unstudied.

The discreteness of the spectrum and the upper estimate on \( N_T(\lambda) \),
\[
N_T(\lambda) \leq \lambda^{d/2} \left( \frac{\omega_d}{2\pi^d} \right) \int_{\mathcal{O}} \left( 1 + \frac{n^{d/2}(x)}{(\det A(x))^{1/2}} \right) dx + o(\lambda^{d/2}), \quad \lambda \to \infty,
\]
where \( \omega_d \) is the volume of the unit ball in \( \mathbb{R}^d \), were established in [13] \(^3\) (in the case of \( \mathcal{V} = \emptyset \)) under minimal assumptions on \( A \) and \( n \) imposed only at the boundary of the domain (even the sign-definiteness of the matrix \( A - I \) at the boundary was not required). Since these assumptions and results are relevant to this paper, they will be reviewed in the \textit{appendix}. It will also be explained in the \textit{appendix} that the results of [13] mentioned above are valid in the case of the

\(^3\) The result from [2] was used essentially.
presence of the obstacle $V$ and their proofs remain the same. The lower estimate on $N_T(\lambda)$ under the same minimal assumptions on $A$ and $n$ will also be proved below.

This paper contains the following estimate on $N_T(\lambda)$ from below through the counting functions $N(\lambda)$, $N_A(\lambda)$.

**Theorem 1.1.** Let the interior transmission problem be elliptic (i.e. the assumptions of theorem A.1 hold) and let the set of ITEs be discrete (for example, the assumptions of either theorem A.2 or theorem A.3 hold). Then there exist constants $\sigma = \pm 1$ and $n^-(0) \geq 0$ such that

$$N_T(\lambda) \geq \sigma (N(\lambda) - N_A(\lambda)) - n^-(0), \quad \lambda > 0.$$  \hfill (6)

**Remark.** The constants $\sigma$ and $n^-(0)$ will be defined in the following section. In particular, $\sigma = \text{sgn}(A - I)$ if $A - I$ is sign definite at the boundary $\partial O$.

The following result is one of the important direct consequences of theorem 1.1 and the well-known (e.g., [14, theorem 1.2.1]) Weyl formula for $N(\lambda)$ and $N_A(\lambda)$.

**Theorem 1.2.** Let the interior transmission problem be elliptic (i.e. the assumption of theorem A.1 holds) and let the set of ITEs be discrete (for example, assumptions of either theorem A.2 or theorem A.3 hold). If

$$\gamma := \sigma \left( \frac{\text{Vol}(O)}{\text{Vol}(O) - \int_{\partial O \setminus V} \frac{n^d/2(x)dx}{(\det A(x))^{1/2}}} \right) > 0,$$

then the set of positive ITEs is infinite and, moreover,

$$N_T(\lambda) \geq \frac{\sigma d}{(2\pi)^{d/2}} \gamma \lambda^{d/2} + O(\lambda^{(d-1)/2}), \quad \lambda \to \infty.$$  

The next theorem provides a condition when the constant $n^-(0)$ in (6) can be omitted.

**Theorem 1.3.** Let the matrix $A - I$ be sign-definite in the whole $\overline{O}$, and let the set of ITEs be discrete (for example, the assumptions of either theorem A.2 or theorem A.3 hold). Suppose that the set $V$ is empty. Then $n^-(0) = 0$, and therefore

$$N_T(\lambda) \geq \sigma (N(\lambda) - N_A(\lambda)), \quad \lambda > 0.$$  

The same statement is valid in the presence of an obstacle $V$ if $A > I$ on $\overline{O} \setminus V$.

Consider a particular case of problem (1), (3), (4) when $A = aI$, where $a > 0$ and the refraction index $n > 0$ are constant, and $an \neq 1, a \neq 1$. Then theorem 1.2 takes the following form: if

$$\gamma = \text{sgn}(a - 1) \left( \frac{\text{Vol}(O)}{\text{Vol}(O) - \left( \frac{n}{a} \right)^{d/2} \text{Vol}(O \setminus V)} \right) > 0,$$

then the set of positive ITEs is infinite and

$$N_T(\lambda) \geq \frac{\sigma d}{(2\pi)^{d/2}} \gamma \lambda^{d/2} + O(\lambda^{(d-1)/2}), \quad \lambda \to \infty.$$  

Note that $\lambda^T_0 = 0$ is an ITE in the simple case of problem (1)–(3) described above. The Faber–Krahn type inequality [5] provides the following bound from below on the first positive ITE (e.g., [5, theorem 4.9]):

$$\lambda^T_1 \geq \frac{d}{n} \lambda_1, \quad a < 1; \quad \lambda^T_1 \geq \lambda_1, \quad a > 1.$$  

Inequality (6) allows one to estimate the first few positive ITEs $\lambda^T_i$ from above through $\{\lambda_i\}$ and $\{\lambda^T_i\}$. We will demonstrate this by providing an estimate on $\lambda^T_1$ in the same simple case of constant $A$ and $n$. Inequality (6) implies that the first strictly positive ITE (the second non-negative) $\lambda^T_1$ cannot exceed the root of the equation
\[ \sigma(N(\lambda) - N(\lambda_1)) - n^- (0) = 2. \]

This will be used to show (section 2) that the following theorem is valid.

**Theorem 1.4.** Let \( A = aI \), where \( a > 0 \) is a constant, and let \( n > 0 \) be constant. Assume also that \( an \neq 1 \), \( a \neq 1 \). Then the following inequalities are valid.

- If \( a > 1 \) and \( n\lambda_2 < a\lambda_1 \), then \( \lambda_1^T \leq \lambda_2 \).
- If \( a < 1 \) and \( a\lambda_2 < n\lambda_1 \), then \( \lambda_1^T \leq \frac{a}{n} \lambda_2 \).

**Remark.** If \( \frac{n}{\lambda_2} < \left( \frac{\sigma}{\sigma} \right)^{\lambda_1} \) is violated (i.e. the distance between \( \lambda_1 \) and \( \lambda_2 \) is not small enough), then similar estimates on \( \lambda_1^T \) can be obtained using next eigenvalues of the Dirichlet problem. For example, if \( \sigma = -1 \) and \( \frac{n}{\lambda_2} < \frac{\sigma}{\sigma} \), then \( \lambda_2^T < \frac{\sigma}{\sigma} \lambda_3 \).

**Acknowledgments.** This work was inspired by several papers. One of them is the Eckmann and Pillet paper [8] on the relations between \( N(\lambda) \) and the total phase of the scattering matrix for the problem of scattering by an obstacle. Another important impulse was made by Safarov’s paper [15] on the difference between the counting functions for the Dirichlet and Neumann problems. Our method can be considered as a generalization of Friedlander’s idea [10], who considered the Dirichlet-to-Neumann map \( F(\lambda) \) for the Helmholtz equation and noted that the passing of \( \lambda \) through \( \lambda_1 \) implies the transition of the eigenvalues of \( F(\lambda) \) from \( \mathbb{R}^+ \) to \( \mathbb{R}^- \), and never backward. The authors are grateful to Haddar who attracted their attention to the specific case of the problem with an obstacle in the medium.

Perhaps our approach can be applied to more general non-self-adjoint systems and lead to an estimate on the counting function of the system through the counting functions of the individual equations.

### 2. Proof of main results

#### 2.1. Proof of theorem 1.1.

**Description of ITEs through the Dirichlet-to-Neumann maps.** The Dirichlet problem is uniquely solvable for equation (1), (2) or (4) when parameter \( \lambda \) is not an eigenvalue of the corresponding Dirichlet problem. Hence, the Dirichlet-to-Neumann map \( F(\lambda) \) is defined for equation (1) if \( \lambda \notin \{\lambda_i\} \) and the Dirichlet-to-co-normal derivative map \( F_A(\lambda) = F(A, n, V, \lambda) \) is defined for equation (2) or (4) when \( \lambda \notin \{\lambda_{Ai}\} \). The operators

\[ F(\lambda), F_A(\lambda) : H^{3/2}(\partial O) \rightarrow H^{1/2}(\partial O) \]  

are elliptic pseudo-differential operators of the first order which depend analytically on \( \lambda \) with poles at the sets \( \{\lambda_i\} \) and \( \{\lambda_{Ai}\} \), respectively. Operators \( F \) and \( F_A \) can be expressed through resolvents \( R_0 \) and \( R_{0,A} \) of the Dirichlet problem (with zero boundary condition) for operators \( -\Delta, -\nabla A \nabla \), respectively. For example,

\[ F\phi = \frac{\partial}{\partial n} [T\phi - R_n((\Delta + \lambda)T\phi)]|_{\partial O}, \]

where \( T : H^{3/2}(\partial O) \rightarrow H^2(\partial O) \) is a bounded extension operator. Since the resolvent of a self-adjoint operator may have poles of at most first order, operators \( F, F_A \) also have poles of at
most first order. Obviously, the residues at the poles of $F, F_A$ are finite dimensional symmetric operators. Let $\lambda = \lambda_0 \in [\lambda_i] \bigcup [\lambda_0^A]$ be a pole of $F(\lambda) - F_A(\lambda)$, i.e.

$$F(\lambda) - F_A(\lambda) = \frac{P}{\lambda - \lambda_0} + Q(\lambda),$$

(9)

where the operator $Q$ is analytic in $\lambda$ in a neighborhood of $\lambda_0$. The term ‘kernel of $F(\lambda) - F_A(\lambda)$’ will be used not only when the operator is analytic, but also when $\lambda = \lambda_0$ is a pole of the operator. In the latter case, the kernel will be understood as the set of all $f \in H^{3/2}(\partial O)$ such that $Pf = Q(\lambda_0)f = 0$.

The following statement is an immediate consequence of the definition of ITEs.

**Lemma 2.1.** A point $\lambda = \lambda_0$ is an ITE if and only if the operator $F(\lambda_0) - F_A(\lambda_0)$ has a non-trivial kernel or the following two conditions hold:

1. $\lambda = \lambda_0$ is an eigenvalue of the Dirichlet problem for $-\Delta$ and for equation (4), i.e. $\lambda = \lambda_0$ is a pole for both $F(\lambda)$ and $F_A(\lambda)$.
2. The ranges of the residues of operators $F(\lambda)$ and $F_A(\lambda)$ at the pole $\lambda = \lambda_0$ have a non-trivial intersection.

Moreover, the multiplicity of the interior transmission eigenvalue $\lambda = \lambda_0$ in all cases is equal to $m_1 + m_2$, where $m_1$ is the dimension of the kernel of the operator $F(\lambda) - F_A(\lambda)$, and $m_2$ is the dimension of the intersection of the ranges of the residues at the pole $\lambda = \lambda_0$ ($m_2 = 0$ if $\lambda = \lambda_0$ is not a pole).

If $\lambda = \lambda_0$ satisfies the latter two conditions, we will call it a singular spectral point. Thus, singular spectral points belong to the intersection of three spectral sets: $[\lambda_1^A], [\lambda_0]$ and $[\lambda_0^A]$.

It will be used several times below that operators $F_A(\lambda)$ and $F(\lambda)$ are symmetric for real $\lambda$. The latter follows immediately from the Green formulas for equations (1) and (4).

**Definition of $\sigma$.** Principal symbols $p(x^0, \tau), p_A(x^0, \tau)$ (where $x^0 \in \partial O, \tau \in R^{d-1}$) of elliptic operators (8) can be easily written down using the following procedure, see, e.g., [9, 27]. Let $d = 3$. For an arbitrary point $x^0 \in \partial O$, we choose local coordinates $y = C(x - x^0)$, where the $y_3$-axis is directed along the outward normal $\nu$ and $C = C_0$ is the orthogonal transfer matrix. Let $a_{ij}$ be the entries of the matrix $\tilde{A}(x^0) = CA(x^0)C^*$. Then

$$p = |\tau|, \quad p_A = \sqrt{a_{3,3} + \left(\sum_{i,j=1}^2 a_{ij}\tau_i\tau_j\right) - (a_{1,3}\tau_1 + a_{2,3}\tau_2)^2}, \quad \tau \in R^2.$$  

(10)

These symbols are obtained by evaluating the Dirichlet to Neumann maps for the equations in the half-space given in (A.1); the first equation is used to find $p$, and the second to find $p_A$.

Assumption of theorem 1.1 on the ellipticity of problem (1), (4), (3) implies (see remarks A.1 and A.3 in the appendix) that the pseudo-differential operator $\sigma(F_A(\lambda) - F(\lambda))$ is elliptic, i.e. its principal symbol $p_A - p$ does not vanish for all $x^0 \in \partial O, \tau \neq 0$. Let us introduce $\sigma = \text{sgn}(p_A - p), \tau \neq 0$. An equivalent definition of $\sigma$ is given in remark A.2 in the appendix. Note that if the matrix $A - I$ is sign-definite on the boundary $\partial O$ of the domain $O$, then problem (1), (4), (3) is elliptic, and $\sigma = \text{sgn}(A - I), x \in O$; see remark 2 after assumption 2.4 in [12].

The operator $\sigma(F_A(\lambda) - F(\lambda))$ has a positive principal symbol, and therefore (see [17, corollary 9.3]) it is bounded from below when $\lambda$ is not a pole. Obviously, the bound can be chosen uniformly in $\lambda$, i.e. the following statement holds.
Lemma 2.2. For each closed interval \( \pi \) of the \( \lambda \)-axis where the operator \( \sigma (F_A(\lambda) - F(\lambda)) \) is analytic, there exists a constant \( C = C(\pi) \) such that
\[
\sigma (F_A(\lambda) - F(\lambda)) \geq -C, \quad \lambda \in \pi.
\]

Analytic properties of eigenvalues \( \mu_j = \mu_j(\lambda) \) of the operator \( \sigma (F_A(\lambda) - F(\lambda)) \). For each fixed real \( \lambda \in \mathbb{R} \), which is not a pole of the operator \( \sigma (F_A(\lambda) - F(\lambda)) \), consider the eigenvalues \( \mu_j = \mu_j(\lambda) \) of the operator \( \sigma (F_A(\lambda) - F(\lambda)) \). We will discuss the properties of the eigenvalues \( \mu_j \) here, and their relation to the set \( \{ \lambda_j^\pi \} \) of ITEs in the following subsection.

It was mentioned above that \( \sigma (F_A(\lambda) - F(\lambda)) \) is a symmetric elliptic pseudo-differential operator of the first order. Hence the spectrum of the operator \( \sigma (F_A(\lambda) - F(\lambda)) \), \( \lambda \in \mathbb{R} \), is discrete and consists of the set of real eigenvalues \( \{ \mu_j(\lambda) \} \).

Lemma 2.3. If the operator \( \sigma (F_A(\lambda_0) - F(\lambda_0)) \) is analytic in a neighborhood of a point \( \lambda = \lambda_0 \), then all the eigenvalues \( \mu = \mu_j(\lambda) \) are analytic in this neighborhood.

If \( \lambda = \lambda_0 \) is a pole of the operator \( \sigma (F_A(\lambda_0) - F(\lambda_0)) \) and \( p \) is the rank of the residue \( P \) (see (9)), then \( p \) eigenvalues \( \mu = \mu_j(\lambda) \) have a pole at \( \lambda_0 \) and all the others are analytic in this neighborhood. Moreover, if \( \mu_0 \in \mathbb{R} \) and \( f_0 \in H^{1/2}(\partial \Omega) \) are an eigenvalue and an eigenfunction of the operator \((I - P)\sigma (F_A(\lambda_0) - F(\lambda_0))(I - P))\), where \( P \) is the orthogonal projection on \( \text{Ker} P \), then they can be extended analytically in a neighborhood of \( \lambda_0 \) as an eigenvalue and an eigenfunction of \( \sigma (F_A(\lambda) - F(\lambda)) \), \( \lambda \neq \lambda_0 \).

Proof. The first statement is a well-known property of analytic self-adjoint operators (see [17]). In order to prove the second property, consider the operator \( A(\lambda) = (\lambda - \lambda_0)\sigma (F_A(\lambda) - F(\lambda)) \).

It is analytic in a neighborhood of \( \lambda = \lambda_0 \) and has exactly \( p \) eigenvalues which do not vanish at \( \lambda_0 \). Let \( D = D_0 \) be the \( p \)-dimensional space spanned by the corresponding eigenfunctions. By using \( D \) and its orthogonal complements, one can write the original operator in a block form, where the block which corresponds to \( D \) has a pole and the second block is analytic. After that the statement of lemma follows immediately from the general properties of analytic self-adjoint operators.

Relation between the set of ITEs \( \lambda_j^\pi \) and the eigenvalues \( \mu_j = \mu_j(\lambda) \). Denote by \( n^- (\lambda, \lambda, \lambda) \not\in \{ \lambda \} \cup [\lambda_j^\pi] \cup [\lambda_j^\pi] \), the number of the negative eigenvalues \( \mu_j(\lambda) \) of the operator \( \sigma (F_A(\lambda) - F(\lambda)) \). From lemmas 2.2 and 2.3 it follows that this number is finite for each \( \lambda \).

Let us evaluate the difference \( n^- (\lambda', \lambda) - n^- (0) \) by moving \( \lambda \) from \( \lambda = 0 \) to \( \lambda = \lambda' > 0 \). Since the eigenvalues \( \mu_j(\lambda) \) are meromorphic functions of \( \lambda \), the number of negative eigenvalues \( \mu_j(\lambda) < 0 \) changes only when some of them pass through the ‘edges’ of the interval \( (-\infty, 0) \), i.e.
\[
n^- (\lambda') - n^- (0) = n_1 (\lambda') + n_2 (\lambda'),
\]
where \( n_1 (\lambda') \) is the change in \( n^- \) due to passing some eigenvalues through \( \mu = -\infty \) and \( n_2 (\lambda') \) is the change in \( n^- \) due to passing some eigenvalues through \( \mu = 0 \). The annihilation or the birth of \( \mu_j(\lambda) \) at \( \mu = -\infty \) may occur only when \( \lambda \) passes through a pole \( \lambda = \lambda_0 \) of the operator \( \sigma (F_A(\lambda) - F(\lambda)) \).

Let us denote by \( \delta n_1 (\lambda_0) \) the jump of \( n_1 \) at a pole \( \lambda = \lambda_0 \) due to the passing of \( \mu_j \) through infinity. The following lemma will be proved below.

Lemma 2.4. The following relation holds for every pole \( \lambda = \lambda_0 > 0 \) of the operator \( \sigma (F_A(\lambda) - F(\lambda)) \):
\[
|\delta n_1 (\lambda_0) - \sigma (m_A - m_0)| \leq m.
\]
Here $m_A$ and $m_0$ are the dimensions of the residues of operators $F_\lambda(\lambda)$ and $F(\lambda)$, respectively, at the pole, and $m$ is the dimension of the intersection of the ranges of the residues.

In particular, if $\lambda_0 \notin \{\lambda^T_i\}$, then $m = 0$ and

$$\delta n_1(\lambda_0) = \sigma (m_A - m_0). \quad (13)$$

By the summation of inequalities (12) over all poles $\lambda_0$ on the interval $(0, \lambda)$, we obtain the following relation:

$$|n_1(\lambda) - \sigma (N_A(\lambda) - N(\lambda))| \leqslant R(\lambda), \quad (14)$$

where $R(\lambda)$ is the counting function of the singular interior transmission eigenvalues. Their multiplicities are defined exclusively by the dimensions $m = m(\lambda_0)$ of the intersection of the ranges of the residues. (Recall that the multiplicity of an ITE $\lambda_0 \in \{\lambda^T_i\}$ is the sum of $m$ and the dimension of the kernel of the operator $\sigma (F_\lambda(\lambda) - F(\lambda_0));$ see lemma 2.1.) From (11) and (14) it follows that

$$n^-(\lambda) - n^-(0) + \sigma (N(\lambda) - N_A(\lambda_0)) \leqslant R(\lambda) + n_2(\lambda). \quad (15)$$

Consider now all the interior transmission eigenvalues $\{\lambda^T_i\}$ which were not counted by the function $R(\lambda)$. In a neighborhood of each of these transmission eigenvalues, there exists an analytic in $\lambda$ eigenvalue $\mu(\lambda)$ of the operator $\sigma (F_\lambda(\lambda) - F(\lambda))$ which vanishes at $\{\lambda^T_i\}$. We split the set of non-singular points $\lambda^T_i$ into tree subsets $\{\lambda^+\} \cup \{\lambda^-\} \cup \{\lambda^0\}$, where $\{\lambda^T_i\}$ is the set of non-singular ITEs for which the corresponding eigenvalues $\mu(\lambda)$ have the following properties: their first nonzero derivative at $\lambda = \lambda^+_i$ has an odd order and it is positive. If this derivative has an odd order and negative value, then we attribute the corresponding ITE to the set $\{\lambda^-\}$, and if it has even order, then $\lambda^+_i \in \{\lambda^0\}$. When an increasing $\lambda$ passes through $\lambda = \lambda^+_i$, the corresponding eigenvalue $\mu(\lambda)$ enters the negative semi-axis $(-\infty, 0)$ through point $\mu = 0$. When $\lambda$ passes through $\lambda = \lambda^-_i$, the corresponding eigenvalue $\mu(\lambda)$ exists the negative semi-axis, and $\mu(\lambda)$ does not change location relatively to the semi-axis $(-\infty, 0)$ if $\lambda$ passes through $\lambda = \lambda^0_i$.

Denote by $Z^+(\lambda), Z^-(\lambda)$ and $Z^0(\lambda)$ the counting functions for the sets $\{\lambda^+_i\}, \{\lambda^-_i\}$, and $\{\lambda^0_i\}$, respectively. For example, $Z^+(\lambda) = \#\{\lambda^+_i < \lambda\}$. Then (see lemma 2.1)

$$N_T(\lambda) = Z^+(\lambda) + Z^-(\lambda) + Z^0(\lambda) + R(\lambda) \geqslant Z^+(\lambda) - Z^-(\lambda) + R(\lambda).$$

The change $n_2 = n_2(\lambda)$ in the number of negative eigenvalues $\mu(\lambda)$ of the operator $\sigma (F_\lambda(\lambda) - F(\lambda))$ due to passing some of the eigenvalues through the origin is equal to $n_2 = Z^+(\lambda') - Z^-(\lambda')$. This and the above estimate for $N_T(\lambda)$ imply that the right-hand side of (15) does not exceed $N_T(\lambda)$. Thus (15) justifies (6) since $n(\lambda) \geqslant 0$.

In order to complete the proof of theorem 1.1, it remains only to prove lemma 2.4.

**Proof of lemma 2.4.** Let us prove (12) in the case when $\lambda_0 \in \{\lambda_i\}$, but $\lambda_0 \notin \{\lambda^+_i\}$. In fact, $m = 0$ in this case (see lemma 2.1). Moreover, $m_A$ is also zero in this case. Thus we need to show that $n_1(\lambda_0) = -\sigma m_0$.

Let $G = G(x, y, \lambda)$ be the Green function of the Dirichlet problem for the Helmholtz equation (1), i.e.

$$(-\Delta - \lambda)G = \delta(x - y), \quad x, y \in \Omega; \quad G = 0, \quad x \in \partial \Omega.$$

Then

$$G(x, y, \lambda) = \sum_{n=1}^{\infty} \frac{1}{\lambda_n - \lambda} \Psi_n^D(x)\Psi_n^D(y), \quad x, y \in \Omega, \quad (16)$$
where \( \{ \psi_D^n(x) \} \) is an orthonormal basis of eigenfunctions of the Dirichlet problem for \(-\Delta\) in \( \mathcal{O} \), and \( \lambda_n \) are the corresponding eigenvalues. Formula (16) must be understood in the operator sense: for a rigorous meaning, one needs to replace the left-hand side by the operator with the kernel \( G \), i.e. by the resolvent \( R_\lambda = (-\Delta - \lambda)^{-1} \), and understand the right-hand side as a series of the one-dimensional operators whose kernels are under the summation sign in (16). Then (16) holds as an equality of the operators in \( L^2(\mathcal{O}) \), and the series on the right-hand side converges in the operator norm.

Furthermore, the solution of the Dirichlet problem for the homogeneous equation (1) has the form

\[
\begin{aligned}
    u(x) &= \int_{\partial\mathcal{O}} \frac{\partial G(x, y, \lambda)}{\partial y} u(y) \, dS_y,
    \quad (17)
\end{aligned}
\]

Purely formally, we substitute (16) for \( G \) in the formula above and then take the normal derivative of both sides at the boundary. This leads to the following formula for the kernel of the operator \( F(\lambda) \):

\[
    F(x, y, \lambda) = \sum_{s=1}^\infty \frac{1}{\lambda_s - \lambda} \frac{\partial \psi_D^s(x)}{\partial y} \frac{\partial \psi_D^s(y)}{\partial y}, \quad x, y \in \partial\mathcal{O}.
\]

Perhaps this formula does not make sense. However, we are going to show that the corresponding formula for the difference of the operators \( F(\lambda) \) and \( F(0) \) is valid, i.e.

\[
    F(\lambda) - F(0) = \sum_{s=1}^\infty \frac{\lambda}{\lambda_s(\lambda_s - \lambda)} \frac{\partial \psi_D^s(x)}{\partial y} \frac{\partial \psi_D^s(y)}{\partial y}, \quad (18)
\]

where the right-hand side is understood as a series of one-dimensional operators from \( H^{3/2}(\partial\mathcal{O}) \) to \( H^{1/2}(\partial\mathcal{O}) \) whose kernels are under the summation sign.

In order to justify (18), we fix an arbitrary \( u_0 \in H^{3/2}(\partial\mathcal{O}) \) and consider the solutions \( u, v \in H^2(\mathcal{O}) \) of the equations \((-\Delta - \lambda)u = 0\) and \(-\Delta v = 0\) in \( \mathcal{O} \) with the Dirichlet data \( u_0 \) at the boundary. Then

\[
    [F(\lambda) - F(0)]u_0 = \frac{\partial (u - v)}{\partial y}, \quad x \in \partial\mathcal{O}. \quad (19)
\]

From the Green formula it follows that

\[
    \int_{\mathcal{O}} \psi_D^s(y)u(y) \, dy = \frac{1}{\lambda_s - \lambda} \int_{\partial\mathcal{O}} \frac{\partial \psi_D^s(y)}{\partial y} u_0(y) \, dS_y. \quad (20)
\]

We multiply both sides by \( \psi_D^s(x) \) and sum up the equalities:

\[
    \sum_{s=1}^\infty \int_{\mathcal{O}} \psi_D^s(x)\psi_D^s(y)u(y) \, dy = \sum_{s=1}^\infty \int_{\partial\mathcal{O}} \frac{1}{\lambda_s - \lambda} \psi_D^s(x) \frac{\partial \psi_D^s(y)}{\partial y} u_0(y) \, dS_y.
\]

The left-hand side converges to \( u(x) \) in \( L^2(\mathcal{O}) \). One cannot guarantee a better convergence since \( u \) has an inhomogeneous boundary condition.

To proceed with the justification of (18), we consider (20) together with the same formula, where \( \lambda = 0 \) and \( u \) is replaced by \( v \). From these two formulas, it follows that

\[
    w_s := \int_{\mathcal{O}} \psi_D^s(x)\psi_D^s(y)(u(y) - v(y)) \, dy = \frac{\lambda}{\lambda_s(\lambda_s - \lambda)} \int_{\partial\mathcal{O}} \psi_D^s(x) \frac{\partial \psi_D^s(y)}{\partial y} u_0(y) \, dS_y.
\]
The convergence of \( \sum w_s \) converges to \( u - v \) in \( H^2(O) \). Indeed, this series converges to \( u - v \) in \( L_2(O) \), and each term vanishes on \( \partial O \). Thus in order to justify the convergence in \( H^2(O) \), it is enough to show that the series \( \sum \Delta w_s \) converges in \( L_2(O) \). The latter follows from the relations

\[
\sum_s \int_O [\Delta \Psi^D_s(x)]\Psi^D_s(y)(u(y) - v(y)) \, dy = -\sum_s \int_O \lambda_s \Psi^D_s(x)\Psi^D_s(y)(u(y) - v(y)) \, dy
\]

\[
= \sum_s \int_O \Psi^D_s(x)[\Delta \Psi^D_s(y)](u(y) - v(y)) \, dy
\]

\[
= \sum_s \int_O \Psi^D_s(x)\Psi^D_s(y)[\Delta (u(y) - v(y))] \, dy.
\]

The convergence of \( \sum w_s \) in \( H^2(O) \) and (19) justify (18).

When \( \lambda \) is in a small neighborhood of \( \lambda_0 \in \{\lambda_n\} \), the right-hand side in (18) is a sum of an analytic in \( \lambda \) operator \( K(\lambda) \) and a finite-dimensional operator \( \frac{1}{x-x_0}P \), where \( P \) has the kernel

\[
P(x, y) = \sum_{s=N+1}^{N+m_0} \frac{\partial \Psi^D_s(x)}{\partial \nu} \frac{\partial \Psi^D_s(y)}{\partial \nu}, \quad x, y \in \partial O.
\]

Since \( P \) is an infinitely smoothing operator, \( K(\lambda) \) has the same properties as the operator \( F(\lambda) \), i.e. it is an elliptic pseudo-differential operator with the same principal symbol. Hence there exist constants \( \delta \) and \( M \) such that

\[
\sigma(F_\lambda(\lambda) - F(\lambda)) = \sigma(F_\lambda(\lambda) - K(\lambda)) - \frac{\sigma}{\lambda_0 - \lambda}, \quad (21)
\]

where (see lemma 2.2)

\[
\sigma(F_\lambda(\lambda) - K(\lambda)) > -M, \quad |\lambda - \lambda_0| < \delta. \quad (22)
\]

Relations (21) and (22) will immediately imply that \( n_1(\lambda_0) = -\sigma m_0 \) if we show that \( P \) is a non-negative \( m_0\)-dimensional operator. Let us show that \( P \) has these properties. In fact, the set of functions \( \{\frac{\partial \Psi^D_s}{\partial \nu}\} \) which corresponds to the same Dirichlet eigenvalue \( \lambda_0 \) is linearly independent, since if a harmonic function \( \Psi \) satisfies the homogeneous Dirichlet and Neumann boundary conditions simultaneously, then \( \Psi \equiv 0 \). Thus \( P \) is \( m_0 \)-dimensional. Furthermore, a one-dimensional symmetric operator of the form \( \phi(\cdot, \cdot) \) is non-negative. A sum of non-negative operators is also non-negative, i.e. \( P \) is non-negative. The lemma is proved in the case of \( \lambda_0 \in \{\lambda_i\}, \lambda_0 \notin \{\lambda_i^H\} \).

In order to prove the corresponding statement when \( \lambda_0 \in \{\lambda_i^H\}, \lambda_0 \notin \{\lambda_i\} \), consider the Green function \( G = G(x, y, \lambda) \) of the Dirichlet problem for equation (4), i.e. the solution of the problem

\[
-\nabla A \nabla y G - \lambda u(x) G = \delta(x - y), \quad x, y \in O \setminus V; \quad G = 0, \quad x, y \in \partial V \cup \partial O. \quad (23)
\]

The Green formula for \( G \) and a solution \( u \) of the homogeneous equation (4) imply

\[
\begin{align*}
u(x) &= \int_{O \setminus V} [\nabla A \nabla y G(x, y, \lambda)] u - \int_{O \setminus V} [\nabla A \nabla y U] G(x, y, \lambda) \\
&= \int_{\partial O} \frac{\partial G(x, y, \lambda)}{\partial \nu y} u(y) \, dS_y - \int_{\partial V} \frac{\partial u(y)}{\partial \nu y} G(x, y, \lambda) \, dS_y.
\end{align*}
\]

If \( u = 0 \) on \( \partial V \), then (17) is valid. After that, the proof of the statement of the lemma when \( \lambda \in \{\lambda_i^H\}, \lambda \notin \{\lambda_i\} \) is no different from the proof when \( \lambda \in \{\lambda_i\}, \lambda \notin \{\lambda_i^H\} \). One needs only to replace \( \{\Psi^D_i\} \) in (16) by the eigenfunctions \( \{\Psi^D_i^H\} \) of problem (4) with the Dirichlet boundary conditions on \( \partial O \cup \partial V \) and note that the functions \( \left(\frac{\partial \Psi^D_i}{\partial \nu}\right) \) on \( \partial O \), which correspond to the
same eigenvalue of problem (4), are linearly independent due to the uniqueness of the solution to the Cauchy problem for equation (4).

Consider now the last case: \( \lambda_0 \in \{ \lambda_0^1 \} \bigcap \{ \lambda_i \} \). Then, similar to (21) and (22), one can show that

\[
\sigma (F_A (\lambda) - F (\lambda)) = L (\lambda) + \frac{\sigma}{\lambda_0 - \lambda} P_A, \quad L (\lambda) > -M, \quad |\lambda - \lambda_0| < \delta,
\]

where the operator \( L \) is analytic in \( \lambda \) and the kernel of the operator \( P \) has the form:

\[
P = P_A - P_D = \sum_{s=1}^{n_k + m_k} \frac{\partial \psi_A (x)}{\partial v} \frac{\partial \psi_A (y)}{\partial v} - \sum_{s=1}^{n_k + m_k} \frac{\partial \psi_D (x)}{\partial v} \frac{\partial \psi_D (y)}{\partial v}, \quad x, y \in \partial \Omega.
\]

The summation in the first (second) sum above is over all \( s \) which correspond to the eigenfunctions of the Dirichlet problem for equation (4) ((1), respectively) with the eigenvalue \( \lambda = \lambda_0 \). It follows immediately from (24) and (25) that

\[
\delta n_1 (\lambda_0) = \sigma (\text{sgn}^+ - \text{sgn}^-),
\]

where \( \text{sgn}^+ (\text{sgn}^-) \) is the number of positive (negative) eigenvalues of the operator \( P \).

Let \( V_A \) be the range of the operator \( P_A \) (spanned by \( \frac{\partial \psi_A (x)}{\partial v}, \quad N < s \leq N + m_k \)), \( V_D \) be the range of the operator \( P_D \), and \( V = V_A \cap \partial \Omega \). Then \( \dim V_A = m_k \), \( \dim V_D = m_D \) and \( \dim V = m \). The latter follows from lemma 2.1. The operator \( P \) is positive on functions from \( V_A \) which are orthogonal to \( V \), and it is negative on functions from \( V_D \) which are orthogonal to \( V \). Thus, \( m_A - m \leq \text{sgn}^+ \leq m_A, \quad m_D - m \leq \text{sgn}^- \leq m_D \), and therefore (after subtraction) \( |(\text{sgn}^+ - \text{sgn}^-) - (m_A - m_D)| \leq m \). This and (26) imply (12). \( \square \)

2.2. Proof of theorem 1.3

**Proof.** From the definition of \( \sigma \) it follows that \( \sigma = 1 \) if \( A > I \) and \( \sigma = -1 \) if \( A < I \). Let us fix an arbitrary \( 0 \neq v \in H^2 (\partial \Omega) \). Denote by \( v_0 \) and \( v_A \) the solutions of equations (1) and (2), respectively, with the Dirichlet data \( v \) at the boundary. If \( A > I \) (and therefore, \( \sigma = 1 \)) and \( v_A \) is extended by zero on \( V \), then

\[
\int_{\partial \Omega} \nabla v_A \cdot \nabla v_A \, dx > \int_{\partial \Omega} |\nabla v_A|^2 \, dx \geq \int_{\partial \Omega} |\nabla v_0|^2 \, dx.
\]

The second inequality is an immediate consequence of the definition of \( v_0 \) as the function where the corresponding Dirichlet form has the minimum. Similarly, if \( A < I \) (and \( \sigma = -1 \)), then

\[
\int_{\partial \Omega} \nabla v_A \cdot \nabla v_A \, dx \leq \int_{\partial \Omega} \nabla v_0 \cdot \nabla v_0 \, dx < \int_{\partial \Omega} |\nabla v_0|^2 \, dx.
\]

Thus in all the cases,

\[
\sigma \left[ \int_{\partial \Omega} \nabla v_A \cdot \nabla v_A \, dx - \int_{\partial \Omega} |\nabla v_0|^2 \, dx \right] > 0.
\]

From the Green formula for equations (4) and (1) with \( \lambda = 0 \), it follows that

\[
\int_{\partial \Omega} F_A (0) v \cdot \nabla S = \int_{\partial \Omega} \nabla v_A \cdot \nabla v_A \, dx, \quad \int_{\partial \Omega} F (0) v \cdot \nabla S = \int_{\partial \Omega} |\nabla v_0|^2 \, dx.
\]

This and (27) imply that

\[
\int_{\partial \Omega} \sigma [F_A (0) - F (0)] v \cdot \nabla S > 0,
\]

i.e. the operator \( \sigma [F_A (0) - F (0)] \) is positive and cannot have negative eigenvalues. \( \square \)
2.3. Proof of theorem 1.4

We take into account that \( n^-(0) = 0 \) and note that \( \lambda^1_T \) cannot exceed any root of the equation

\[
2 = \sigma (N(\lambda) - N_A(\lambda)), \quad \lambda > 0,
\]

since otherwise the left-hand side in (6) at the root of the equation does not exceed 1, while the right-hand side is 2. Since \( N_A(\lambda) = N(\frac{\lambda}{a}) \), (28) takes the form

\[
2 = \sigma \left( N(\lambda) - N \left( \frac{\lambda}{a} \right) \right), \quad \lambda > 0.
\]

Let \( \sigma = 1 \). Since \( N(\lambda) = 2 \), it follows that \( \lambda_0 = \lambda_2 \) satisfies (28) if \( N_A(\lambda_0) = 0 \), i.e.

\[
\frac{n}{a} \lambda_2 < \lambda_1.
\]

Let now \( \sigma = -1 \). Then \( N_A \left( \frac{\lambda}{a} \right) = 2 \), and \( \lambda_0 = \frac{\lambda}{a} \lambda_2 \) satisfies (28) if \( N(\lambda_0) = 0 \), i.e.

\[
\frac{a}{n} \lambda_2 < \lambda_1.
\]

The remark after theorem 3.2 can be justified similarly.
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Appendix. Ellipticity of the problem and the discreteness of ITEs

Let us recall conditions on \( A, n \), obtained in [12], which guarantee the ellipticity of the interior transmission problem (1), (4), (3) and the discreteness of its spectrum. Complex-valued \( A, n \) are considered in [12], but here we will discuss only the case of real \( A \) and \( n \).

Let us fix an arbitrary point \( x^0 \in \partial \Omega \) and choose a new orthonormal basis \( \{e_j\} \), \( 1 \leq j \leq d \), centered at the point \( x^0 \) with \( e_d = \nu \), where \( \nu \) is the outer normal to the boundary at the point \( x^0 \). The vectors \( e_1, \ldots, e_{d-1} \) belong to the tangent plane to \( \partial \Omega \) at the point \( x_0 \). Let \( y \) be the local coordinates defined by the basis \( \{e_j\} \), and let \( C = C(x^0) \) be the transfer matrix, i.e. \( y = C(x-x^0) \).

We fix the point \( x = x^0 \) in equations (2) and (3) and rewrite the problem in the local coordinates \( y \). Then we obtain the following problem with constant coefficients in the half-space \( y_d > 0 \):

\[
-\Delta_y u - \lambda u = 0, \quad y_d > 0, \quad -\nabla_y A \nabla_y v - \lambda n(x^0)v = 0, \quad y_d > 0,
\]

\[
u - v = 0, \quad y_d = 0, \quad \frac{\partial u}{\partial y_d} - \frac{\partial v}{\partial y_d} = 0, \quad y_d = 0.
\]

(A.1)

(A.2)
Here, 
\[ \widetilde{A} = \widetilde{A}(x^0) = CA(x^0)C^*. \]
The entries of the matrix \( \widetilde{A} = (a_{i,j}) \) are equal to \( a_{i,j} = e_j \cdot A(x^0)e_i \). The co-normal derivative in the boundary condition equals \( e_d \cdot \widetilde{A} \nabla \).

The following two theorems were proved by the authors of this paper in [12]. Recall that a boundary value problem is elliptic if the equations are elliptic and the Shapiro–Lopatinskii condition holds at the boundary. The latter condition means that, after the Fourier transform with respect to variables \( y' = (y_1, \ldots, y_{d-1}) \), the resulting problem on the half-line \( y_d \geq 0 \) has only the trivial stable solution.

**Theorem A.1.** Let \( A(x) > 0, n(x) > 0 \) for \( x \in \overline{\Omega} \). Then the ellipticity of problem (1), (4), (3) is equivalent to the following condition (which is imposed on the matrix \( A \) at the boundary of the domain):

\[ \det A(x^0) \neq 1, \quad x^0 \in \partial \Omega; \]  
if \( d = 2 \), then

(A.3)

\[ \det \begin{pmatrix} a_{3,3}a_{1,1} - (a_{1,1})^2 & a_{3,3}a_{1,2} - a_{1,3}a_{2,3} \\ a_{3,3}a_{2,1} - a_{1,3}a_{2,3} & a_{3,3}a_{2,2} - (a_{2,2})^2 - 1 \end{pmatrix} > 0, \quad x^0 \in \partial \Omega. \]  
if \( d = 3 \), then

\[ (A.4) \]

**Theorem A.2.** If problem (1), (4), (3) is elliptic and additionally

\[ a_{d,d}n(x^0) - 1 \neq 0, x^0 \in \partial \Omega, \]
then the spectrum of the interior transmission problem is discrete.

The following remarks concern both theorems stated above.

**Remark A.1.** From (10) it follows that conditions (A.3) and (A.4) are equivalent to the ellipticity of the second-order pseudo-differential operator \((F_\lambda)^2 - F^2\). Since the operators \((F_\lambda)^2 - F^2\) and \((F_\lambda + F)(F_\lambda - F)\) have the same principal symbols, it follows that the ellipticity of problem (1)–(3) is equivalent to the ellipticity of the operator \( F_\lambda(\lambda) - F(\lambda) \).

Note that the operator \( F_\lambda(\lambda) - F(\lambda) \) depends meromorphically on \( \lambda \) and satisfies all the properties (to be finitely meromorphic family of Fredholm operators [1]) which allow one to make the following conclusion. If this operator is invertible for at least one value of \( \lambda_0 \notin \mathbb{C} \), then the inverse operator is meromorphic in \( \lambda \), and therefore the set of ITEs is at most countable with the only possible accumulation point at infinity.

**Remark A.2.** As is easy to see, the parameter \( \sigma \) introduced in section 2 could be defined differently. If \( d = 2 \), then

\[ \sigma = \text{sgn}(p_A - p) = \text{sgn}(\det A(x^0) - 1). \]

If \( d = 3 \), then \( \sigma = 1 \) when the matrix under the determinant sign in (A.4) is positive, and \( \sigma = -1 \) when this matrix is negative (this matrix is sign-definite due to (A.4)).

It was also shown in [12] that the sign-definiteness of \( A - I \) on \( \partial \Omega \) is sufficient (but not necessary) for the ellipticity of the interior transmission problem. Moreover, if \( A - I \) is sign-definite on \( \partial \Omega \), then \( \sigma = \text{sgn}(p_A - p) = \text{sgn}(A - I)|_{\partial \Omega} \).

**Remark A.3.** Paper [12] concerns the case \( \mathcal{V} = \emptyset \). However, the Shapiro–Lopatinskii conditions and the parameter ellipticity condition (used to prove theorem A.2) must be checked at each part of the boundary independently. Thus problem (1), (4), (3) is elliptic or parameter-elliptic if and only if the same is true for problem (1), (2), (3). The symbol of
the operator $F_{\lambda} - F(\lambda)$ also does not depend on the presence of an obstacle (the obstacle changes $F_{\lambda} - F(\lambda)$ by an infinitely smoothing operator). Hence theorems A.1 and A.2, and remarks A.1 and A.2 remain valid when $\mathcal{V} \neq \emptyset$, and their proofs do not require any changes in this more general case.

The condition on $n$ for the discreteness of the spectrum can be weakened if $\mathcal{V} = \emptyset$ and a stronger requirement is imposed on $A$. The following result is proved in ([3]).

**Theorem A.3.** Let $\mathcal{V} = \emptyset$ and let the matrix $A - I$ be sign-definite for all $x \in \Omega$. If

$$\int_{\Omega} n(x) \, dx \neq 1,$$

then the spectrum of the interior transmission problem is discrete.
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