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Abstract. Calibration of the second-generation LIGO interferometric gravitational-

wave detectors employs a method that uses injected periodic modulations to track

and compensate for slow temporal variations in the differential length response of the

instruments. These detectors utilize feedback control loops to maintain resonance

conditions by suppressing differential arm length variations. We describe how the

sensing and actuation functions of these servo loops are parameterized and how the

slow variations in these parameters are quantified using the injected modulations. We

report the results of applying this method to the LIGO detectors and show that it

significantly reduces systematic errors in their calibrated outputs.

PACS numbers: 04.80.Nn, 95.55.Ym, 42.62.-b

Submitted to: Class. Quantum Grav.

1. Introduction

Gravitational wave (GW) detectors are instruments designed to detect and measure

ripples in the geometry of spacetime caused by cataclysmic astrophysical events such

as the inspiral and coalescence of binary neutron star or binary black hole systems

[1, 2]. Ground-based gravitational wave detectors such as those of the Advanced

Laser Interferometer Gravitational-wave Observatory (LIGO) project are km-scale dual-

recycled Fabry–Pérot Michelson interferometers with relative displacement sensitivities

of better than 10−19 m/
√

Hz for frequencies near 150 Hz [3]. Accurate calibration of the

reconstructed gravitational wave strain signals projected onto the detectors is crucial for
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Improving LIGO calibration accuracy from temporal variations 2

both the detection of GW signals and for the subsequent extraction of the parameters

of the sources [4, 5].

GWs cause apparent variations in the relative lengths of the interferometer arms.

These variations are sensed as power fluctuations at the GW readout port of the

interferometer. Feedback control loops actuate the interferometer mirror positions

to maintain resonance in the optical cavities and the desired interference condition

at the beamsplitter. Thus, the apparent arm length fluctuations caused by external

disturbances such as gravitational waves are suppressed by the differential arm length

(DARM) feedback control loop. Accurately reconstructing these external arm length

fluctuations from the error and control signals of the servo loop is one of the primary

goals of the LIGO calibration effort.

For the Initial LIGO detectors, slow temporal variations were attributed to

frequency-independent changes in the overall gain of the sensing function [6]. The

Advanced LIGO interferometers are more sophisticated than earlier detectors [3, 7].

Temporal variations of the sensing function of the Advanced LIGO detectors involve

both a changing scalar gain factor and frequency dependent changes due to a varying

coupled-cavity pole frequency [8, 9]. Additionally, the actuation function is time

dependent due to slow variations in the strength of an electrostatic force actuator.

During the first observation period of Advanced LIGO, between September 2015

and January 2016 (O1), the DARM control loop time-dependent parameters were

tracked at both LIGO detectors using the method described in this paper. Application of

these parameters improve the agreement between measurements and models of actuation

and sensing functions. Applying corrections for the temporal variations improved the

accuracy of the reconstructed differential arm length variations induced with photon

radiation pressure from an auxiliary laser source.

This paper is organized as follows: systematic errors resulting from uncompensated

variations in the sensing and actuation functions are discussed in section 2. The method

for tracking and compensating for temporal variations is described in section 3. The

results of applying the method are presented in section 4. Conclusions are given in

section 5.

2. Calibration errors due to slow temporal variations

In the LIGO detectors, fluctuations in the differential arm length degree of freedom are

suppressed by the DARM control loop. This servo is described in terms of a sensing

function, C(f, t), digital filters, D(f), and an actuation function, A(f, t), as shown in

figure 1. A detailed discussion of the DARM loop is given in [5]. The response function

of the detector, at any given time, t, is given by

R(f, t) =
1 +G(f, t)

C(f, t)
, (1)

whereG(f, t) = C(f, t)D(f)A(f, t) is the DARM open loop transfer function. The unity

gain frequency is approximately 50 Hz. Thus, the unsuppressed (external) differential
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Improving LIGO calibration accuracy from temporal variations 3

arm length variations can be reconstructed from the DARM loop error signal by

∆Lext,t′(f) = R(f, t)derr,t(f) |t=t′ (2)

The subscript “t” denotes that the quantity is a Fourier transform calculated over

a short interval near time t.

C

AU

AP

AT

A

-1

xctrl

xpcal

ΔLext derr

dctrl

Sensing

Actuation

Digital
Filter

xT

D

Figure 1. Schematic diagram of the differential arm length control loop. C is the

sensing function: response to changes in the apparent differential arm length; D is the

digital control filter transfer function; and AU, AP and AT are the actuation transfer

functions of the upper-intermediate (U), penultimate (P) and test mass (T) stages of

the quadruple pendulum suspension system. Differential arm length disturbances from

sources outside (external) the control loop, e.g. GWs, are denoted by ∆Lext. Injection

points for modulated sinusoidal excitations (calibration lines) are denoted by: xpcal
– excitations from a photon calibrator, xctrl – excitations injected into the DARM

control signal, and xT – excitations injected into the test mass actuation stage. derr
and dctrl represent the error and control signals of the loop.

Equations (1) and (2) show that systematic errors in the actuation and the sensing

function models translate directly to systematic errors in the reconstructed ∆Lext. Thus,

it is important that the temporal variations in these functions are measured, and if

possible compensated for, in calculation of ∆Lext.

The sensing function of an Advanced LIGO interferometer includes the optical

response of the signal recycled Fabry–Pérot Michelson interferometer and the frequency

dependence of the output readout photodetector electronics [5]. At time t it is given by

C(f, t) =
κC(t)

1 + if/fC(t)
Q(f) ≡ S(f, t)Q(f), (3)

where Q(f) is the time-independent part of the sensing function that includes the

photodetector response to laser power, responses of the electronics in the sensing chain,

and the signal delay from the light travel time in the 4 km-long interferometer arms.

S(f, t) is the time-dependent part of the sensing function. It includes an optical gain
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Improving LIGO calibration accuracy from temporal variations 4

scale factor, κC(t), and a coupled-cavity (the signal recycling and arm cavities) response

of the interferometer, approximated by a single pole, 1/(1 + if/fC(t)). The optical gain

and coupled-cavity pole frequency vary due to slow drifts in the alignment and thermal

state of the interferometer optics. While environmental effects, such as temperature

fluctuation in the lab, cause alignment drifts, thermally distorted mirrors directly alter

the spatial eigenmodes of the arm cavities and the signal recycling cavity resulting in

mode-mismatch between these cavities. This, in turn, lowers the coupled-cavity pole

frequency by reducing the signal recycling gain.

The test masses of an Advanced LIGO detector are suspended as the final stages

of quadruple pendulum suspension systems [10]. The suspensions isolate the test

masses from seismic disturbances and other environmental noise sources. The DARM

control loop uses the last three stages of the quadruple pendulum system: the upper-

intermediate (U), penultimate (P) and the test mass (T) stages. The upper-intermediate

and the penultimate stages use voice coil actuators, and the test mass stage uses an

electrostatic force actuator (electrostatic driver, ESD). The upper-intermediate stage

actuators are dominant below 5 Hz, the penultimate stage between 5 and 20 Hz and

the test mass stage above 20 Hz. Details of actuation stage authority are discussed in

greater detail in [5]. The actuation function is the transfer function between a signal

sent to the actuators and the induced displacement of the test mass at the end of a

detector arm (end test mass, ETM).

The ESD actuation strength changes, apparently due to charge accumulation and

due to drift in the bias voltage [11, 12]. The coil-magnet actuators used in the

upper-intermediate mass and penultimate mass suspension stages, which are similar

to actuators used in the Initial LIGO detectors [6], are not expected to vary over time.

However, strengths of these actuators are tracked, regardless, in case of unexpected

failures in their respective electronics chain. Temporal variations in the actuation

function model, A(f, t), are parametrized with two scale factors: a test mass stage

actuation scale factor, κT, and a scale factor for the combined actuation functions of

the penultimate and upper-intermediate stages, κPU. Incorporating these scale factors,

the actuation function is written as

A(f, t) = κPU(t)(AP,0(f) + AU,0(f)) + κT(t)AT,0(f), (4)

where AP,0(f), AU,0(f) and AT,0(f) are models of the actuation functions of the

penultimate, upper-intermediate and the test mass stages. Here and throughout the

paper the subscript “0” denotes that a function is evaluated at the reference time, t0,

when both κPU and κT are set to 1.

Not compensating for variations in the DARM control loop parameters can

introduce systematic errors into the reconstruction of ∆Lext. These errors can be

estimated by comparing a model of the response function of the detector in which

loop parameters are varied to the same model with parameter values at the reference

time.

Estimated systematic errors in the reconstruction of ∆Lext due to uncompensated
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Figure 2. Estimated systematic calibration errors in the magnitude and phase of the

response function resulting from uncorrected changes in the scale factor for the sensing

function, κC. Solid lines represent boundaries of ±1 %, ±2 %, ±3 %, etc.
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Figure 3. Estimated systematic calibration errors in the response function of the

detector from uncorrected changes in the coupled cavity pole frequency, ∆fC. Solid

lines represent boundaries of ±0.5 %, ±1 %, ±2 %, ±3 %, etc.

changes in the sensing function scale factor and the coupled-cavity pole frequency

(equation (3)) are shown in figures 2 and 3, respectively. The sensing function dominates

R(f) at higher frequencies where |G| � 1 (equation (1)), R(f) ≈ 1/C(f). Therefore

uncompensated changes in the sensing scale factor produce significant systematic errors
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Figure 4. Estimated fractional systematic calibration errors from uncorrected scalar

changes in the test mass stage actuation, κT. Solid lines represent boundaries of ±1 %,

±2 %, ±3 %, etc. systematic error regions and the case for the nominal value of κT is

indicated with dashed line.

at frequencies above the unity gain frequency (∼50 Hz). Changes in the coupled-

cavity pole frequency produce significant systematic errors in the response function

at frequencies near and above the coupled-cavity pole frequency (∼340 Hz).

At frequencies below the DARM loop unity gain frequency, where |G| � 1,

R(f) ≈ A(f)D(f). The actuation function, A(f), is composed of three terms, one for

each of the three suspension stages (see equation (4)). Because AT(f) is the dominant

term at frequencies above 20 Hz, systematic errors in R(f) due to variations in the ESD

actuation strength appear mostly in the frequency band from 20 to 60 Hz as shown in

figure 4.

3. Tracking and compensating for slow temporal variations

Temporal variations in the DARM control loop parameters can be monitored using

modulated excitations injected into the DARM loop. These excitations produce peaks,

or lines, at the modulation frequencies in the amplitude spectral density of the derr signal.

The method for tracking temporal variations in the DARM control loop described in

this paper requires monitoring the responses of the interferometer to four calibration

lines injected into the DARM control loop: two lines injected using a photon calibrator

system, xpcal, one line injected into the overall DARM actuation, xctrl, and a line injected

into the test mass stage actuation, xT.

The photon calibrator induces modulated displacements of the ETM via photon

radiation pressure from a 1047 nm auxiliary laser source [13]. The induced displacements
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Improving LIGO calibration accuracy from temporal variations 7

are suppressed by the DARM control loop (see figure 1). Thus, for any time t′, responses

in derr at photon calibrator line frequencies, fpcal1 and fpcal2, are given by

derr,t′(fpcal1,2) =
C(f, t)

1 +G(f, t)
xpcal,t(f)

∣∣∣∣
f=fpcal1,2, t=t′

(5)

The lines injected into the overall DARM actuation control, xctrl, and into the test

mass stage actuation, xT, at frequencies fctrl and fT, will produce responses in the derr
signal that are also suppressed by the DARM control loop. These responses can be

estimated as

derr,t′(fctrl) =
−A(f, t)C(f, t)

1 +G(f, t)
xctrl,t(f)

∣∣∣∣
f=fctrl, t=t′

(6)

derr,t′(fT) =
κT(t)AT,0(f)C(f, t)

1 +G(f, t)
xT,t(f)

∣∣∣∣
f=fT, t=t′

(7)

Temporal variations in the test mass stage actuation scale factor, κT, are tracked

using the responses to the xpcal and xT lines in derr at nearby frequencies. Taking the

ratio of equation (7) over equation (5) and solving for κT(t) gives

κT(t) =
1

AT,0(fT)

derr,t(fT)

xT,t(fT)

(
derr,t(fpcal1)

xpcal,t(fpcal1)

)−1
C0(fpcal1)

1 +G0(fpcal1)

(
C0(fT)

1 +G0(fT)

)−1
, (8)

where C0 and G0 are the sensing and DARM open loop transfer functions at the reference

time t = t0 and xpcal is a calibrated length modulation induced by the photon calibrator.

The ratio between the DARM response function magnitudes at these two calibration line

frequencies does not change appreciably (more than a fraction of a percent) for typical

variations in DARM parameters. The last two terms in equation (8) can therefore be

evaluated at the reference time.

The stability of the upper-intermediate and penultimate actuation stages are

monitored by tracking the combined scalar gain factor, κPU,

κPU(t) =
1

AP,0(fctrl) + AU,0(fctrl)

(
A(fctrl, t)− κT(t)AT,0(fctrl)

)
(9)

The overall actuation at frequency fctrl is calculated from the responses to xctrl line and

the same xpcal line that was used for estimation of κT(t):

A(fctrl, t
′) = − derr,t(fctrl)

xctrl,t(fctrl)

(
derr,t(fpcal1)

xpcal,t(fpcal1)

)−1
C0(fpcal1)

1 +G0(fpcal1)

(
C0(fctrl)

1 +G0(fctrl)

)−1 ∣∣∣∣∣
t=t′

(10)

To reduce systematic errors in the estimated κT the two calibration lines, xT and

xpcal, are placed at nearby frequencies. Similarly, reduction of systematic errors in

A(fctrl, t), which is used in calculation of κPU, requires placing the frequencies of the

lines injected through xctrl and xpcal close to each other. Thus all three calibration

line frequencies for tracking temporal variations in the actuation function must be

clustered in a narrow frequency band. The frequency band near 35 Hz was chosen,

because this is the frequency region where the magnitudes of the transfer functions of

the combined penultimate and upper intermediate mass stage and the test mass stage
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Improving LIGO calibration accuracy from temporal variations 8

are approximately equal, so that κT and κPU are calculated with similar uncertainties.

Injecting the calibration lines at lower frequencies would require using a larger fraction

of the available test mass stage actuation range because of the steep increase in the

seismic noise [14].

The complex, time-dependent part of the sensing function can be calculated at

the photon calibrator line frequency using its response function (equation (5)) and the

sensing function model (equation (3)):

S(fpcal2, t
′) =

1

Q(fpcal2)

(
xpcal,t(fpcal2)

derr,t(fpcal2)
−D(fpcal2)A(fpcal2, t)

)−1 ∣∣∣∣∣
t=t′

(11)

where A(fpcal2, t) is the full DARM actuation function corrected with κT(t) and κPU(t).

Then κC(t) and fC(t) can be written in terms of S(fpcal2, t) as

κC(t) =
|S(fpcal2, t)|2

R[S(fpcal2, t)]
, (12)

fC(t) = −R[S(fpcal2, t)]

I[S(fpcal2, t)]
fpcal2. (13)

The choice of the photon calibrator line frequency for tracking temporal variations

in the sensing function, fpcal2, is based on the strength of the response of S(f, t)

to variations in κC and fC, i.e. ∂S/∂κC and ∂S/∂fC normalized to |S(f, t)| at their

respective frequencies. The definition of S(f, t) (see equation (3)) suggests that the

precision of the estimated κC should not be affected by the choice of fpcal2, however the

precision of the estimated fC is maximized if fpcal2 is close to the nominal cavity pole

frequency [15].

Finally, the time-dependent parameter values and the time-domain models of the

sensing and actuation functions can be used to reconstruct ∆Lext(t) from the DARM

error signal as follows:

∆Lext(t) = (Pi(t)/κC(t))∗(Qi∗derr(t))+
(
κPU(t)(AP,0+AU,0)+κT(t)AT,0

)
∗(D∗derr(t)), (14)

where Pi(t) andQi are the time-domain filters created from inverses of the coupled cavity

response, 1 + if/fC(t), and the time-independent part of the sensing function, 1/Q(f).

D, AP,0, AU,0 and AT,0 are time-domain filters created from a model of the digital filters

and reference-time models of the actuation functions, and ∗ denotes convolution.

Note that Pi(t) is a function of time. Therefore, generating the ∆Lext(t) time-

series, in which changes in all four time-dependent parameters are compensated, requires

continuously updating the Pi(t) time-domain filter. Compensating for changes in scalar

factors κC, κPU and κT only can be accomplished using the Pi(t) filter created from the

coupled-cavity response at the reference-time.

4. Results

The method for tracking temporal variations in the DARM control loop described in

this paper was implemented and evaluated using the Advanced LIGO detectors during
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Improving LIGO calibration accuracy from temporal variations 9

Table 1. Calibration lines injected into the DARM control loop at the LIGO Hanford

(H1) and LIGO Livingston (L1) detectors. Lines 1-3 are used for estimation of κT and

κPU, and line 4 for κC and fC.

# Signal
Freq. (Hz)

Line Purpose
H1 L1

1 xT 35.9 35.3 Test mass stage actuation strength, equation (8).

2 xpcal 36.7 34.7 DARM actuation, equations (8), (9).

3 xctrl 37.3 33.7 Strength of the combined penultimate and upper

intermediate actuation, equation (9).

4 xpcal 331.9 331.3 Sensing scale factor and coupled-cavity pole fre-

quency, equations (12), (13).

their first observing run in the fall of 2015. In this section, we describe the performance

of the method for tracking the DARM time-dependent parameters and applying the

corrections.

As was discussed in section 3, the method requires injecting four calibration lines

and monitoring their responses. Table 1 lists the frequencies at which the lines were

injected at the LIGO Hanford and LIGO Livingston detectors. The magnitudes of all

four lines were set to give signal-to-noise ratios of 100 in 10-second Fourier transforms

of the DARM error signal.
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Figure 5. DARM time-dependent parameters calculated from calibration lines –

LIGO Hanford (red traces) and LIGO Livingston (green traces). Nominal values of all

three scalar factors κT, κPU and κC are 1, and the nominal value of the coupled cavity

pole frequency, fC, for LIGO Hanford is 341 Hz and for LIGO Livingston is 388 Hz

[16].

For both of the LIGO detectors the calculated values of the time-dependent

parameters, κT(t), κPU(t), κC(t) and fC(t), are shown in figure 5. These values can be
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Figure 6. Time-dependent systematic errors in the static response function model of

the LIGO Hanford detector, R, calculated using κT, κPU, κC and fC. The time spans

42 days in November and December 2015. The color axis represents systematic errors

in percent.
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Figure 7. Deviation of measured sensing (left) and actuation (right) functions

with respect to uncompensated reference-time models (red circles) and models that

incorporate time-dependent correction factors (blue plusses).

used either to improve the estimation of external arm length fluctuations, as described

in equation (14), or to evaluate time-dependent systematic errors in ∆Lext when the

correction factors are not applied (see figure 6).

The sensing and actuation function models are based on multiple-frequency
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Figure 8. Systematic errors in the magnitude of ∆Lext reconstructed using static

models of the sensing and actuation functions (red), models with the parameters

corrected for time-dependences in κPU(t), κT(t) and κC(t) (green), and models that

additionally include corrections for changes in the coupled-cavity pole frequency, fC(t)

(blue). The data are averaged over 30 minute intervals.

sinusoidal excitation (swept-sine) measurements of the DARM open loop and the photon

calibrator to derr transfer functions at the reference time, t0 [5, 13]. Frequency-dependent

systematic errors in the models are estimated by comparing the subsequent swept-sine

transfer function measurements of the sensing and actuation functions with reference-

time models. Figure 7 shows how applying the time-dependent correction factors to the

sensing and actuation models reduces the discrepancy between the measurements and

the models. Correction factors were calculated from the calibration lines immediately

before starting the transfer function measurements.

Tracking the high-frequency photon calibrator line amplitude in the reconstructed

∆Lext and comparing it to the displacement calculated from the photon calibrator

readback signal indicates how slow temporal variations in the DARM control loop

affect the calibration of the detector. The photon calibrator line at fpcal2 was used

to investigate the calibration accuracy of ∆Lext that was reconstructed using both the

static sensing and actuation models and the models corrected with the time-dependent

parameters. The results, averaged over 30 minutes, are shown in figure 8. The data

show that applying the scalar correction factors, κT, κPU and κC, significantly reduces

the time-dependent systematic errors. During the first observation period of Advanced

LIGO, reconstruction of the ∆Lext time-series incorporated corrections for variations

in these scalar factors (green data points). Additionally applying corrections for the

varying coupled-cavity pole frequency further reduces time-dependent systematic errors.
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As discussed at the end of section 3, correcting the ∆Lext time-series for variations in fC
requires continuously updating a time-domain filter. In the figure, the fully-corrected

data (blue) were generated by applying the coupled-cavity pole response calculated at a

single frequency, fpcal2. Figure 8 shows that by using this method the systematic errors

in the reconstructed ∆Lext can be reduced from as much as 6 % to below 1 %.

5. Conclusions

The LIGO detectors rely on differential arm length (DARM) control loops to maintain

desired resonances in optical cavities. The sensing and actuation functions of the control

loops exhibit slow temporal variations. We have parametrized the temporal variations

in the DARM loop with scalar factors for the test mass stage actuation, the combined

penultimate and upper-intermediate stage actuation, an overall sensing scalar factor,

and the coupled-cavity pole frequency of the sensing function. We have developed a

method for tracking these temporal variations by monitoring the response of the DARM

loop error signal to injected modulated displacements involving a photon calibrator, an

electrostatic actuator and the overall DARM loop actuation.

Applying the time-dependent correction factors improves systematic errors in the

magnitude of the reconstructed external differential arm length variations by several

percent.
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