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Abstract
Within the context of higher education for science or engineering under-
graduates, we present an inquiry-driven learning path aimed at developing a
more meaningful conceptual understanding of the electron dynamics in
semiconductors in the presence of applied electric fields. The electron trans-
port in a nondegenerate n-type indium phosphide bulk semiconductor is
modelled using a multivalley Monte Carlo approach. The main characteristics
of the electron dynamics are explored under different values of the driving
electric field, lattice temperature and impurity density. Simulation results are
presented by following a question-driven path of exploration, starting from the
validation of the model and moving up to reasoned inquiries about the
observed characteristics of electron dynamics. Our inquiry-driven learning
path, based on numerical simulations, represents a viable example of how to
integrate a traditional lecture-based teaching approach with effective learning
strategies, providing science or engineering undergraduates with practical
opportunities to enhance their comprehension of the physics governing the
electron dynamics in semiconductors. Finally, we present a general discussion
about the advantages and disadvantages of using an inquiry-based teaching
approach within a learning environment based on semiconductor simulations.

Keywords: inquiry-based learning, Monte Carlo simulations, III–V
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1. Introduction

In recent years, there has been considerable interest in indium phosphide (InP) and related
alloys because of their applications in many electronic and photonic devices. The progress
made over recent decades in the preparation and processing of InP-related materials has
allowed the development of highly reliable devices in the field of optoelectronics technology.
The ternary alloy, GaInAs, and the quaternary alloy, GaInAsP, grown in lattices matched to
InP substrates, are the materials of choice for making light sources and detectors for high-
data-rate, long-haul, highly efficient fibre-optic communication systems [1]. High-speed
hetero-junction bipolar transistors and high-electron mobility transistors are being realized
from GaInAs/InP and GaInAs/AlInAs hetero-structures [2]. Because of these myriad appli-
cations, InP-related materials have increased their importance inside the class of III–V
semiconductors [3]. For all these reasons, a deeper understanding of the peculiarities of the
electron transport dynamics in InP semiconductors is becoming essential in undergraduate
education for electronic engineering and semiconductor science.

Traditional lecture-based instruction for solid state physics and electronics provides
students with a theoretical background regarding the band structure and energy gaps, the
concept of effective mass and the basic mechanism of phonon-induced scattering mechan-
isms. However, an effective and efficient engineering instruction should be able to guide
students towards full comprehension of the fundamental concepts of semiconductor science
and, at the same time, develop and strengthen their reasoning skills and transversal abilities,
enabling graduates to immediately engage in engineering practice and related technologies
([4] and references therein). Graduate engineers should be able to demonstrate specialist-
discipline knowledge, the ability to solve practical engineering problems and design skills
based on innovative thinking [5–8].

In the science education field, many reports have proposed a new vision of scientific
instruction, suggesting a switch from passive lecture-style teaching to a more active and
student-centred teaching strategy [9–13]. In this context, inquiry-based science education
represents a natural framework for developing opportunities to learn science concepts with the
active construction of meaningful knowledge and stimulation of high levels of critical
thinking skills [14, 15]. In inquiry-based learning, students are engaged in identifying relevant
questions, searching for information, collecting data and evidence (in both laboratory and
real-life environments), building descriptions and explanatory models, and communicating
and sharing findings. A pure theoretical approach is not entirely successful in teaching
physics, because any mental construction, i.e. any mental model [16], is based on experience
and students rarely fully understand a theory, even if it is currently accepted, if it remains
distant from direct experimentation [17]. Unfortunately, the technology necessary to explore
electron dynamics within a semiconductor in detail is still far from being available in
didactical laboratories and for this reason inquiry-based instruction seems to be an unviable
learning route for students approaching the study of semiconductor properties. Nevertheless,
the study of physical systems via numerical simulations can be considered as a practice that is
in-between theory and experimentation [18]. Among others, the Monte Carlo (MC) method is
widely recognized as an effective computational technique in condensed matter physics and,
more specifically, in semiconductor research [19–21], where it can be considered to be one of
the most powerful techniques to simulate charge carrier transport in semiconductor structures
and devices.

In this paper we present and discuss an inquiry-based learning path for science or
engineering undergraduates studying the electron transport dynamics via MC simulations in
InP semiconductor bulks. This work is new with respect to others presenting semiconductor
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models based on MC simulations [22], because here the main focus is not on the model itself,
which is considered to be a well-established starting point, but the sequence of reasoned
explorations, carried out within a scaffolding environment aimed at stimulating an effective
understanding of the physics concepts underlying the complex world of semiconductor
electronics. Nevertheless, this learning path represents a powerful instrument for educators
introducing young undergraduates to the efficacy of MC simulations for inquiry into a
physical system where the theoretical processes are well understood, but analytical investi-
gation methods still only provide approximate results.

This paper is organized as follows. In section 2, we briefly introduce the theory of
electron transport, present the model of InP and the band structure to be taken into account,
discuss the details of the simulation process and report a validation of the simulated dynamics
through direct comparison with published experimental data. In section 3, the results from the
inquiry-driven learning sequence of numerical experiments, carried out under three different
sets of physical conditions, are shown and discussed extensively. Concluding remarks are
given in section 4.

2. The model

2.1. Electrons in a crystal and the InP band structure

In this section we briefly review the basic conceptual knowledge that students should hold in
order to be actively involved in this inquiry-driven, simulation-based learning path on elec-
tron transport in semiconductors. Understanding the theory of carrier dynamics in a crystal
and the way such theory can be effectively translated into transport simulations may be very
complicated.

Electrons in semiconductor crystals move in a periodic potential, due to the periodic
arrangement of atoms in a crystal. Therefore, in the study of electron transport in a
semiconductor we deal with an extremely complicated many-body problem. Nevertheless,
if we assume that the effect of the atomic nuclei and the remaining electrons on a selected
carrier could be approximated by a given potential V(r ),⃗ having the same periodicity as the
underlying Bravais lattice, the many-body problem can be reduced to that of a single
particle [23, 24]. The electron dynamics in the crystal is determined by the Schrödinger
equation:

m
r r

2
V( ) ( ) , (1)

2
2

⎡
⎣⎢

⎤
⎦⎥

ħ ψ εψ− + ⃗ ⃗ =

with the periodic potential having the form:

( )r r RV( ) V (2)⃗ = ⃗ + ⃗

for any vector R ⃗ of the appropriate Bravais lattice. Bloch’s theorem states that the
eigenfunctions of the Schrödinger equation for a periodic potential can be written as

( )r kr u r( ) exp i ( ), (3)k kψ ⃗ = ⃗ ⃗ ⃗⃗ ⃗

with the product of a plane wave ( )krexp i ⃗ ⃗ and a function u r( )k ⃗⃗ with the same periodicity as
the lattice itself, where k ⃗ stands for the electron wave vector [23, 24].

The Schrödinger equation in the simple Kronig–Penney model, which represents the
crystal periodic potential seen by the electrons as a ‘piecewise constant’ potential, gives rise
to allowed bands of energy separated by forbidden bandgaps [24]. The E-k relation is called
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the band structure of the semiconductor. The gap separating the highest filled band (the
valence band) from the lowest unoccupied band (the conduction band) is the well-known
bandgap of the semiconductor. The form of the electron energy band structure is usually
complex and, thus, quite difficult to account for without approximation. The core of modern
knowledge of the electronic and optical properties of solid-state materials is based on the band
theory, which describes the properties of electrons in a periodic potential.

InP is a binary semiconductor composed of indium and phosphorus. It crystallizes in a
face-centred cubic (‘zinc-blende’) crystal structure, identical to that of gallium arsenide
(GaAs) and most of the III–V semiconductors [25, 26]. InP is used in high-power and high-
frequency electronics because of its superior electron velocity with respect to the more
common semiconductors, silicon and GaAs. It also has a direct bandgap, making it useful for
optoelectronic devices like laser diodes [25]. Moreover, InP is of great importance for
quantum nanostructures due to its ability to exhibit quantum effects with relative ease, this
being largely due to its low electron effective mass [26].

The three-valley model is the most commonly used approach for modelling the con-
duction band in an n-type InP semiconductor. A valley can be intuitively defined as a region
of the conduction band containing a relative minimum. Two or more valleys are equivalent if
they are centred at symmetric points of the first Brillouin zone and thus lie at the same height
with respect to the energy axis. The lowest conduction valley occurs at the Γ point and is
termed the Γ valley. Above this and in increasing order of energy, there appear two sets of
equivalent valleys: four L valleys, centred at L points along Λ lines and three X valleys,
centred near X points along Δ lines [27].

2.2. Electron dynamics and the Boltzmann transport equation

Once the E versus k relation is well established, we can, for all practical purposes, forget
about the crystal potential and treat the electrons inside a crystal just like electrons in free
space, except for a change in their mass, taking into account the global effect of the crystalline
field only in the renormalization of the free electron mass [24].

In a perfect crystal the electrons behave just as they do in free space and suffer no
scattering. But in real materials electrons do suffer scattering from all the various scattering
processes. These may involve ionized impurities, alloy disorder, lattice vibrations, etc Each
possible scattering process is usually described through the respective scattering rate Wn(k, k′)
(n being the process index) at which an electron with initial wave vector k is scattered into a
final state with wave vector k′. First-order time-dependent perturbation theory can be applied
successfully in order to deriveWn(k, k′) for each n by means of the Fermi golden rule [20, 24].
In the presence of an applied electric field the electron, between two consecutive collisions,
moves under the driving field as a free particle, obeying Newton’s equation of motion with
free electron mass replaced by its effective mass.

The probability distribution function for particles in the 6-dimensional phase space of
position and crystal momentum

( )f k r t
k

r, ,
d

(2 )
d (4)

3

3
3

π
⃗ ⃗

follows the Boltzmann transport equation (BTE), an integral-differential kinetic equation,
whose solution provides the correct theoretical description of electron transport [24]:
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where the right side is the rate of change of the distribution function due to randomizing
collisions:
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i.e. an integral over the in-scattering and out-scattering terms in momentum wavevector
space. The left side of equation (5) accounts for both a diffusive term representing the
diffusion of electrons and a term corresponding to the forces exerted on the particles by an
external influence (not by the particles themselves)—for a detailed derivation and description
see appendix B of [24]. The BTE is a semi-classical equation in the sense that particles are
treated as having distinct position and momentum in violation of the uncertainty relation, but
their dynamics and scattering processes are quantum-mechanically treated through the
electronic band structure and the use of time dependent perturbation theory. Once ( )f k r t, ,⃗ ⃗
is known, physical observables, such as the average velocity, can be calculated by averaging
over the distribution function.

The Boltzmann equation is a very complicated differential equation and the search for its
analytical solutions is a formidable and still unsolved mathematical problem. Even if one
restricts its investigation to the linear response of the material to an external field and uses a
model taking into account very simple scattering mechanisms, further approximations are
required in order to obtain analytical solutions. But unfortunately these provide unrealistic
results. The situation is even worse in the nonlinear regime, as in the case of hot electron
problems, in which one aims to study the system response to very intense electric fields or
under cyclostationary conditions. In these cases the equation can only be treated numerically.
Approximate solutions can be obtained within the drift–diffusion and hydrodynamic models,
but the validity of these models is very limited [28, 29].

2.3. The Monte Carlo approach and simulation details

The MC approach represents one of the most powerful methods to numerically simulate
transport properties in semiconductor devices, beyond quasi-equilibrium approximations.
This technique, representing a space–time continuous solution of the field and transport
equations, is suitable for studying both the steady state and the dynamic characteristics of the
device. The MC method uses random numbers to take into account the mechanisms of
interaction in a physical system at the microscopic level, providing a concrete opportunity to
obtain detailed information regarding the physical phenomenon, investigated under different
conditions [19–21]. Owing to its flexibility, this approach offers the remarkable advantage of
providing a detailed description of the particle motion in the semiconductor, by taking into
account the main details of band structure, scattering processes and heating effects, specific
device design and material parameters. It allows us to obtain important electron dynamics
information, such as the average velocity, temperature, current density, etc, directly and
without the need to calculate the electron distribution function first. The time interval between
two collisions (time of free flight), the scattering mechanisms, the collisional angle and all the
parameters of the problem are chosen in a stochastic way, effecting a mapping between the
probability density of the given microscopic process and a uniform distribution of random
numbers [19–21].
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In general, if p(ϕ) e p(r) are the probability density functions associated with ϕ in the
complex physical distribution and r in the pseudo-random distribution, respectively, it holds
the identity

p p r r( )d ( )d , (7)
r

0 0
∫ ∫ϕ ϕ′ ′ = ′ ′

ϕ

since for the uniform distribution p(r) = 1, we obtain

r p ( )d . (8)
0

∫ ϕ ϕ= ′ ′
ϕ

If the integral of p(ϕ) can be computed easily analytically, the inversion of equation (8)
(by expressing ϕ as a function of r) gives random values for the physical variable ϕ in terms
of random numbers, uniformly distributed between 0 and 1. A single-particle MC method
allows us to simulate the ensemble of electrons by monitoring the history of a single carrier
undergoing many scattering events in the momentum space. Therefore, it can be used to
calculate the transport properties of electrons in homogeneous bulk semiconductors under
static and uniform electric fields. In this case, the relevant physical quantities are computed as
the time average over long temporal sequences, since as the simulation time goes on, the
results become more precise. On the other hand, an ensemble MC method, based on the
successive and simultaneous simulation of the dynamics of many particles during a small time
interval, allows the analysis of carrier diffusion, carrier transport in inhomogeneous fields,
non-stationary behaviour of electrons and so on. In this latter case, the mean quantities of
interest are estimated as ensemble averages, and the temporal evolution of them can also be
investigated. In order to allow our students to explore and discuss the transient phase of
electron motion, we adopted an ensemble MC approach in our learning path.

In particular, our MC simulations are carried out by performing the following sequential
steps.

(1) First of all, the initial condition of the system is set. Starting from a Maxwellian
distribution, depending on the lattice temperature, a kinetic energy and a momentum
with random direction are given to each electron.

(2) Then, the free flight time of each electron is chosen with a probability distribution
determined by the scattering probabilities. The total scattering rate W[k(t)] is given by

W(k) (k), (9)
i 1

m

i∑λ=
=

where m is the total number of scattering mechanism and (k)iλ is the individual scattering
rate. The probability per unit time that the electron will drift before a scattering event is given
by [19–21]:

{ }P(t) W[k(t)] exp W[k(t)] dt . (10)
0

tf∫= −

By using the mapping between the probability density of this microscopic process and a
uniform distribution of random numbers (see equation (8)), we obtain the equation

{ }r 1 exp W[k(t)] dt , (11)
0

tf∫= − −

where r is a random number uniformly distributed between 0 and 1. If the integral in
equation (11) cannot be trivially evaluated, a good expedient is to utilize the self-scattering
method [20]. In this procedure, a fictitious scattering mechanism, whose rate always adjusts
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itself in such a way that the total (self-scattering plus real scattering) rate is constant in time to
a fixed value Γ, is introduced. The self-scattering mechanism, when selected as the free flight
terminating mechanism, does not change the electron state and has no effect on the particle
trajectory, but it allows the simplification of equation (10) in the form

P t( ) e . (12)tΓ= Γ−

The constant Γ is chosen so that it is larger than the maximum scattering rate encountered
during the simulation interval. With this simplification the variable r is given by

r 1 e (13)t= − Γ−

and the free flight time can be computed easily.
During the free flight the applied force changes the momentum of the electron according

to the relation

k t k
Et

( ) (0)
e

, (14)
ħ

= −

where E is the electric field vector component directed in the x, y or z direction.

(3) A scattering event is randomly selected for each electron.
(4) The new energy value (in case of inelastic scattering) and scattering angles of electron

momentum are calculated.
(5) The simulation continues from point 2 until the final condition is achieved.

At fixed sampling time steps, small enough to properly update the particle motion,
ensemble average values of the physical quantities of interest, such as electron velocity and
temperature, are calculated.

In this work the electron dynamics is studied in a crystal of infinite dimensions (bulk or
3D), in which the charge carriers are subject to the action of a static electric field. We adopted
the three-valley model with an isotropic band structure and, therefore, in each valley only a
value for the effective mass is employed. Our model takes into account the non-parabolicity
of the InP band structure and the intervalley and intravalley scattering of electrons in multiple
energy valleys. In particular, it includes: (i) the intravalley scattering with acoustic phonons,
ionized impurities, acoustic piezoelectric phonons, polar optical phonons, and for the L
valleys also the scattering with optical nonpolar phonons; (ii) the intervalley scattering with
optical non-polar phonons among the three valleys [30, 31]. The scattering probabilities are
calculated using the Fermi golden rule and are assumed to be field independent. Accordingly,
the influence of the external field is only indirect through the field-modified electron velocities
[30, 31]. Examples of MC codes taking all these scattering mechanisms into account can be
found in [20, 32].

In figures 1(a) to (e) we show how the electron scattering rates change with the electron
energy in the different valleys at lattice temperature T = 300 K and impurity density
n= 1013 m−3. In particular, the scattering rates due to the acoustic phonons (figure 1(a)),
ionized impurities (figure 1(b)), emission of polar and non-polar optical phonons (figure 1(c)),
absorption of polar and non-polar optical phonons (figure 1(d)) and the total scattering rate
(figure 1(e)), are shown. Students should be invited to note and discuss the presence of a
threshold energy for the phonon emission process in the Γ valley. Moreover, it is important to
highlight that for high energy electrons the scattering rates due to both absorption and
emission of optical phonons are not strongly dependent on the electron energy and that the
probability of scattering with the emission of optical phonons is several times larger than it is
for the absorption process [20].
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In our numerical experiments, we consider electrons as independent particles, neglecting
electron–electron interactions, which are not influential for transport properties. All simula-
tion results are recorded after a transient time of a few picoseconds has elapsed and a
stationary regime has been achieved. In our range of lattice temperatures (80 < T< 300 K) and
for the values of impurity density investigated here, the Fermi temperature is much smaller
than the electron temperature and, therefore, degeneracy does not play a relevant role. We
assume that all donors are ionized and that the free electron concentration is equal to the
doping concentration. The complete set of parameters used in this work is given in table 1.

Figure 1. Scattering rates as a function of the energy for electrons moving within an InP
semiconductor bulk at lattice temperature T = 300 K and impurity density n = 1013 m−3.
(a) Acoustic phonons, (b) ionized impurities, (c) emission of polar and non-polar
optical phonons, (d) absorption of polar and non-polar optical phonons and (e) the total
scattering rate for electrons in the Γ (blue lines), L (red lines) and X (green lines)
valleys.
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2.4. Model validation

In the context of any simulative study, the first step to be carried out by researchers regards
the validation of the model. Even considering the case where students are not asked to
participate in the model development phase, they should understand that, before starting to
use a model developed by others, they should always check its validity. In this respect, the
educators should stimulate the students to question themselves about the necessity for a model
validation process, by letting them reflect on the importance for a given model to reproduce
the realistic behaviours of a physical system, by focusing on the necessity and opportunity for
scientists to model real-world phenomena. They would understand that the validation of a
model requires a comparison between its computational outcomes and the data gathered by
others via experimental measurements. In this phase, the students have to carefully check the
conditions under which the experiments reported in the literature were carried out, such as the
lattice temperature and carrier density in this specific context, in order to set the correct
parameters in their model before running their simulations. They also have to understand that
any experimental result is affected by uncertainties and, for this reason, they will not ever find
a perfect agreement among the several data coming from different experiments.

Here, the validation process was performed by investigating how the average electron
drift velocity at lattice temperature T = 300 K changes as a function of the driving electric
field. In particular, in figure 2 the experimental data collected by Glover et al (triangles),
Nielsen (diamonds) and Hayes (asterisks) [35–37] are compared with our numerical findings
(green squared), obtained by averaging the ensemble means of the electron drift velocity over
the total temporal length of the simulation, with the exclusion of a transient time of 50 ps.
This interval, empirically estimated by observing the time evolution of the electron drift

Table 1. Set of n-type InP semiconductor parameters used in our calculations [33, 34].

Density, kg m−3 4790
Sound velocity, m s−1 5130
Dielectric constant (high frequency) 9.56
Dielectric constant (low frequency) 12.40
Piezoelectric constant, C m−2 0.035

Γ valley L valley X valley

Effective mass 0.078 0.260 0.325
Not parabolicity coefficient eV−1 0.83 0.23 0.38
Energy gap 0 0.86 0.96
Number of equivalent valleys 1 4 3
Acoustic deformation potential, eV 6.5 6.5 6.5
Optical deformation potential, 1010 eV m−1

— 6.7 —

Intervalley deformation potential, 1010 eV m−1

Γ valley — 10 10
L valley 10 10 9
X valley 10 9 9
Polar optical phonon energy, eV 0.0422 0.0422 0.0422
Optical not polar phonon energy, eV — 0.0432 —

Intervalley phonon energy, eV
Γ valley — 0.0278 0.0299
L valley 0.0278 0.0290 0.0293
X valley 0.0299 0.0293 0.0299
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velocity, has been removed from the initial phase of the simulation because the mean drift
velocities exhibit large transient overshoots before the steady state values are reached [20]. In
figure 2, the error bars overlying the green squared symbols represent the standard deviation
of the ensemble means of the electron drift velocity. Both the number of particles (104) and
the total duration of the simulations (1 ns) have been chosen to guarantee statistical errors
comparable to the dispersion observed in the experimental data.

In this phase, the students should concentrate their attention on the capacity of their
simulated data to reproduce the corresponding experimental values closely, leaving the
effective understanding of the physics beyond their findings to a subsequent explanatory
phase. The agreement between the numerical and experimental data shown in figure 2 can be
considered to be satisfactory over the whole range of investigated values of electric field,
providing the required validation of the MC model. More generally, however, the students
might be interested to further improve their model in order to minimize the observed dis-
crepancies between its numerical outcomes and the experimental findings. In this case, the
educators should drive the students’ inquiry towards the exploration of those model para-
meters that can be opportunely tuned to achieve this goal.

The model used in this work, whose results are shown in figure 2, was developed by
following this calibration process correctly, which led to the set of parameters listed in table 1.

3. Results

In this section we report the results of a series of simulations that a class of science/engi-
neering undergraduates might be interested in performing, with the aim of elucidating the role
of important physical quantities—such as the crystal temperature, effective mass and doping
concentration—on the electron transport dynamics. In the following, an inquiry-based
approach is suggested for scaffolding student investigations throughout the several scenarios
they may encounter during their learning paths. The general problem driving students’
questioning deals with the exploration of the concrete chances of improving the electron
transport dynamics, in terms of an increase of the signal speed, i.e. carrier velocity, with
respect to the lower achievable maintenance cost, i.e. the driving electric power. The

Figure 2. Comparison between our simulations (green squared) and experimental data
collected from by Glover et al (triangles), Nielsen (1972) (diamonds) and Hayes (1974)
(asterisks) [35–37]. The vertical lines overlying on the green squared symbols provide
the statistical errors associated with the computed average values of the drift velocity.
The inset shows the comparison between the experimental and simulated data on a log–
log scale.
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teaching/learning path is outlined in the next three subsections. Each one starts from a
reasoned question and describes a set of simulative experiments whose results are explicative
at some level of understanding and, at the same time, boost the learners’ thinking with further
questions to be addressed by a deeper scientific inquiry.

3.1. Which physical quantities affect the velocity-field characteristics?

The first question driving student inquiry into the electron dynamics within a semiconductor
regards the observed features of the electron velocity-field characteristics. We performed our
calculations by simulating the electron transport within an InP bulk characterized by an
impurity concentration (free electron concentration) n= 1013 m−3 (low-doped regime) and a
driving electric field ranging between 1 and 30 kV cm−1.

In figure 3(a) we show how the electron drift velocity, averaged over an ensemble of 104

charge carriers, changes as a function of the driving electric field. These data have been
obtained at two different lattice temperatures, T = 77 K (triangles) and 300 K (squares),
respectively. However, before being engaged in the comprehension of the temperature effect
on electron dynamics, the students’ questioning should be driven towards a deeper under-
standing of the general features shown by the electron drift velocity as a function of the field
amplitude.

The overall analysis of both curves shown in figure 3(a) highlights the presence of
nonlinear velocity-field characteristics, where an initially increasing phase of the electron drift
velocity is followed by a maximum at about 10 kV cm−1 and a subsequent negative differ-
ential region, characterized by a decreasing drift velocity for higher values of the electric field.
This first result could represent a surprise for students, who probably expect to see the well-
known ohmic behaviour. In effect, in the low field region the velocity-field dependence
resembles the familiar Ohm’s law, while significant deviations from it are clearly evident at
stronger electric fields. The educators should stimulate the students to inquire about this
phenomenon, in order to address the physical reasons behind the observed decrease of the
electron drift velocity.

By considering that the electron energy is expected to be related to the electron velocity,
the students might be interested to see how the average electron energy changes at different
values of the driving electric field (figure 3(b)). For electric fields in the range 1–8 kV cm−1,
the energy increases slowly up to about 0.1 eV. Higher driving fields cause a rapid
enhancement of the electron energy up to a saturation regime at about 0.4 eV. This result may
be doubly surprising for students, who firstly expect that the kinetic energy should always
follow the electron velocity characteristics, consequently dropping as the mean velocity does,
and secondly do not expect a saturation of the energy levels, but eventually an increase for
higher driving fields.

At this stage, a further discussion should be stimulated by the instructors regarding how
this phenomenon can be physically explained and, in particular, the students should question
whether the energy–field relation found provides a useful complementary view of the electron
dynamics, by adding some more scientifically relevant details with respect to the velocity-
field characteristics. The comparison between (a) and (b) of figure 3 does not provide a direct
view of the causal relation between the electron energy and the electron drift velocity, in
particular in the region of electric field amplitudes greater than 10 kV cm−1. Therefore, a
deeper inquiry is needed: ‘what really happens to the electron ensemble at higher electric
fields?’

At least at the theoretical level, the students should know that electrons moving within a
semiconductor may occupy different valleys, depending on their energy, and they should
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have already studied that electrons in different valleys are characterized by different effective
masses. In the absence of an applied electric field, the electrons are in equilibrium with the
crystal lattice, which has a mean energy of the order of kBT J, where T is the lattice
temperature and kB is the Bolzmann’s constant 1.38·1023 J/K−1. Therefore,
Elatt(T = 77 K)∼ 0.01 eV, Elatt(T = 300 K)∼ 0.03 eV. The application of an electric field cau-
ses the electrons to cease to be in equilibrium with the crystal lattice and it increases their
energy until it is possible for them to transfer from the Γ valley to the higher energy L and X
valleys, where the effective mass is greater (heavy electrons). The electron transfer from the Γ
valley to the upper valleys may be confirmed by the observation of the electron occupancy in
each valley. The activation of this cognitive resource may provide the students with the useful
suggestion to explore how the occupation numbers of the electron ensemble change as a
function of the electric field (figure 3(c)). As expected, the electron population in the Γ valley
decreases with the increase of the applied field, while that in the L and X valleys increases. At
this stage, the students may note that electrons start to populate the higher valleys when the
electric field amplitude reaches values greater than about 10 kV cm−1, with the same value
characterizing the maximum of the velocity-field characteristics. Even without providing a
direct explanation of the observed velocity- and energy-field characteristics, this finding

Figure 3.Averages of drift velocity (a), kinetic energy (b) and occupation number (c) as
a function of the driving electric field for MC simulations of electron transport in InP
with impurity density n = 1013 cm−3, at temperatures T = 77 K (triangles) and 300 K
(squares). In (c) blue, red and green are used to represent the occupation in the Γ, L and
X valleys, respectively.
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supports the importance of taking into account the effective mass of charge carriers and the
fundamental role played by scattering events, which are ultimately responsible for intervalley
transitions. Here, the characteristic cycle of inquiry-based learning, starting from student
engagement and caused by an unexpected result, then evolving through a series of investi-
gations based on simulated experiences that support the working hypothesis, now closes with
an explicatory phase where the students are stimulated to share their views and discuss the
convincing evidence with each other. In particular, concerning the energy saturation, the
students should be able to link this finding to the fact that the electrons initially remain in the
Γ valley, where they gain much energy because of the low effective mass of that valley. When
they gain enough energy to transit to the L and X valleys, the mean kinetic energy saturates,
since part of the energy of the carriers present in the Γ valley is converted into potential
energy on passing to the upper ones. This line of reasoning should drive the students towards
a search for literature data at higher fields in order to find out where the electric field
compensates the effects of the intervalley mechanisms (above 50 kV cm−1), allowing the
electron mean kinetic energy to grow again steadily with the field.

Our MC simulations have also highlighted that the average electron drift velocity
obtained at room temperature is lower than the corresponding quantity at T = 77 K in the
whole range of investigated values for the electric field (figure 3(a)). Even the average energy
of electrons at T = 300 K is lower than the electron energy at T = 77 K, at least in the range of
electric field amplitudes of about [6 ÷ 23] kV cm−1, while slightly higher values are found at
lower and higher electric fields (figure 3(b)). The students’ inquiry should be driven by the
educators towards a critical analysis of this effect. As a matter of fact, carrier motion in
semiconductor crystals is made up of a succession of scattering events and drift processes.
Therefore, the dependence of the electron velocity-field characteristics on the temperature is
expected to be related to the different strength of the interactions between charge carriers and
lattice vibrations, i.e. phonons. The students should note that the phonon scattering prob-
ability increases with the enhancement of the crystal temperature, contributing to a faster
energy and momentum relaxation process. Since the number of phonons in a crystal increases
with the lattice temperature, students should expect that the mobility decreases at higher
temperatures.

The analysis of the outcomes from these first numerical experiments may provide the
students with a clearer view of the semiconductor’s response to an external driving field,
confirming the theoretical background regarding phonon interactions, without specifically
entering into the detailed quantum calculation of the scattering probabilities, usually carried
out using Fermi’s golden rule.

3.2. A deeper inquiry: how do intervalley transitions affect the results and what role does the
effective mass play?

The MC simulation outcomes shown in the previous subsection highlighted a clear con-
nection between the observed velocity-field characteristics and the electron ensemble occu-
pation number, unveiling the fundamental role played by intervalley transitions in electron
transport dynamics. This section is aimed at providing a deeper exploration of these phe-
nomena by fully exploiting the potential of the MC numerical method, which is a powerful
instrument with which to investigate electron transport in semiconductors, even under those
unrealistic physical conditions that cannot be explored during a real laboratory experiment,
but whose accomplishment could help students to better understand the underlying physics.
Within this framework, an inquiry-based approach is followed to provide both educators and
learners with the necessary teaching/learning scaffolding structure to deeper investigate the
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effects of intervalley transitions and effective mass on electron transport dynamics. Students
may ask ‘how can we be sure that the observed maximum in the velocity-field characteristics
can be ascribed to intervalley transitions?’ Here, this question is addressed by performing MC
simulations for electrons driven within an InP bulk semiconductor at temperatures of 77 and
300 K by a static electric field, ranging between 1 and 30 kV cm−1, but this time forcing all
electrons to remain in the Γ valley, independently of their energy.

In figure 4 we show a comparison between the results obtained using the three-valley
model as shown in the previous subsection (green triangles) and those coming from the
single-valley (Γ) model (red squares, labelled ‘1v’), in which the electron transitions to higher
energy valleys are inhibited.

The single-valley data of the electron drift velocity (red squares in figures 4(a) and (b))
describe an increasing trend in the whole range of investigated values for electric field,
without showing the maximum observed in the results coming from running a multivalley
model. By forcing all electrons to remain within the lower energy band, students may have
the opportunity to assert that the decrease of the electron drift velocity observed at fields
greater than 10 kV cm−1 can be definitely ascribed to the electron transitions up to higher
energy valleys. In fact, for field amplitudes lower than the threshold field (Gunn field), where

Figure 4. Averages of drift velocity (a), (b) and kinetic energy (c), (d) as a function of
the applied electric field, for MC simulations of electron transport in InP with impurity
density n = 1013 cm−3 at temperatures T = 77 K (left) and 300 K (right). Results
obtained from four different modellings of the band structure are compared: (i) three-
valley model (green triangles); (ii) single-valley model (red squares, labelled ‘1v’); (iii)
three-valley mean-mass model (asterisks, labelled ‘mm’), where the electron mass in all
valleys is set as equal to the mean value among the three effective masses listed in
table 1; and (iv) single-valley mean-mass model (dots, labelled ‘1vmm’), with the same
effective mass as above.
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all the electrons are in the Γ valley, the two plots coincide. The transfer to higher valleys
becomes possible if the electrons acquire an energy greater than the width of the gap. In the
single-valley case, for values of the electric field greater than the Gunn field, the drift velocity
of electrons increases monotonically. As expected, this result is mirrored by the mean electron
energy, which does not reach the saturation plateau previously observed, but shows a slight
increasing trend (red squares in figures 4(c) and (d)).

A reasoned inquiry about the physics behind this phenomenon will guide learners
through a deeper exploration of the role played by the effective mass of drifting electrons and,
in particular, the inertial response of the system due to the change of the effective mass in
higher valley electrons. Here, we report the results from a numerical experiment that students
may be interested in carrying out in order to investigate the effects of considering that all
electrons have the same mass, but this time equal to the average value among the effective
masses listed in table 1 for different valleys. In figure 4, asterisks and dots are used,
respectively, to show the results from a three-valley mean-mass model (labelled ‘mm’), where
the ensemble electrons are still able to make intervalley transitions, and a single-valley mean-
mass model (labelled ‘1vmm’), where intervalley transitions are inhibited. The velocity-field
characteristics at both 77 and 300 K (figures 4(a) and (b)) show a similar trend, increasing
linearly. As a consequence, the energy–field relationship (figures 4(c) and (d)) follows a well-
defined parabolic path. Here, students cannot appreciate divergences between the multivalley
and the single-valley model. As a matter of fact, the two models, labelled ‘mm’ and ‘1vmm’,
respectively, do not show significant differences, except for electric fields greater than
25 kV cm−1 at 77 K. In this regard, students should be stimulated to discuss this phenomenon
—which could be attributed to the differences on the scattering rates among different valleys
—among their peers and to take their inquiry further.

3.3. What effects come from a change to the impurity density?

The characteristic trend observed in the mean electron energy, which increases with the
enhancement of the electric field until it reaches a plateau at about 0.4 eV, maintaining this
nearly constant value up to 30 kV cm−1 electric field, can be explained by the fact that the
energy relaxation rate due to the phonon scattering in the upper valleys is much larger than
that due to the phonon scattering in the Γ valley. In this regard, the efficacy of the scattering
mechanisms causing intra-valley transitions, as a function of the driving electric field,
becomes the principal target for further student investigation.

In order to highlight the effect of the interactions between the free electrons and the
ionized impurities, randomly distributed inside the crystal, the students can be stimulated to
investigate the peculiar characteristics of the electron transport in InP at different values of
doping density.

In figure 5 we show the values of the mean electron drift velocity ((a) and (b)) and the
mean electron energy ((c) and (d)), obtained at two doping density values, n= 1013 m−3 (green
triangles) and n= 1017 m−3 (red squares), at two different lattice temperatures, namely
T = 77 K (left) and 300 K (right), in the presence of a driving electric field ranging between 1
and 30 kV cm−1.

At both the investigated temperatures, the effect of increasing impurity scattering is
relevant only in the low-field region, where a decrease of the mean drift velocity occurs. The
increase of the doping density causes an increase of the momentum relaxation rate, and this is
because the carrier motion is disturbed more by the scattering events in the heavier doped
case. Since ionized impurity scattering appears to be very relevant for carriers mainly at low
fields and/or at low temperatures, students should conclude that the impurity scattering rate
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decreases when the electron energy increases, becoming negligible in the high-field region.
Furthermore, because the screened Coulomb potential is time independent, the electron
energy must be conserved during the scattering. This implies that the mean electron energy is
not affected by the impurity density level, as students can see in the lower panels of figure 5.

4. Discussion and conclusions

Knowledge of semiconductor transport properties is a fundamental instrument for any phy-
sicist or engineer involved in technology design for developing future semiconductor-based
devices. However, it is widely recognized that an effective understanding of the physics
governing natural phenomena cannot be achieved solely through lecture-based instruction, as
adopted in many university courses on condensed matter physics; it needs to be acquired
within an active framework of experimental processes. Sometimes fundamental experiments
are also presented to the students, but often as a mere demonstration of already introduced
concepts. The literature in the field of physics education research agrees on the benefits (and
necessity) of engaging learners through inquiry-based learning paths, in order to surmount
epistemological difficulties [17], achieve a more effective conceptual knowledge [5] and, at
the same time, enhance students’ reasoning skills [6]. Under these terms, the physics of
semiconductor science could be understood at a deep level by active learners engaged in
inquiry-driven experiments. Unfortunately, the setup of real experiments on semiconductors
is not easily available in most university laboratories for many students. In this regard,

Figure 5. Averages of drift velocity ((a) and (b)) and kinetic energy ((c) and (d)) as a
function of the driving electric field, for MC simulations of electron transport in InP
with impurity densities of n = 1013 cm−3 (green triangles) and n = 1017 cm−3 (red
squared) at temperatures T = 77 K (left) and 300 K (right). Here the multivalley model
(taking into account the three effective masses as in table 1) is used.
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numerical simulation represents a valid alternative [18], but it still lacks the necessary inquiry-
embedded scaffolding structure.

This paper contributes to the filling of this gap by presenting an inquiry-driven teaching/
learning path for the physics underlying the transport characteristics of III–V semiconductors,
by means of multi-particle MC simulation, modelling the electron transport within an InP
bulk semiconductor. The MC method uses random numbers to take into account the
mechanisms of interaction in a physical system at the microscopic level, providing students
with a concrete opportunity to obtain detailed information regarding the physical phenom-
enon, investigated under several different conditions. Due to its flexibility, this approach takes
into account many scattering mechanisms, specific device design, material properties and
boundary conditions, allowing analysis of the characteristics of carrier dynamics under dif-
fering specific conditions.

The learning path is presented in this paper by following a scientific questioning
sequence that hypothetical students engaged in an active experimental investigation of InP
semiconductor transport properties could be stimulated to address. After the fundamental
phase of model validation, the presentation of the simulation results is guided through a
reasoned inquiry following the student point of view, aimed at strengthening their knowledge
of the physical effects coming from a change in the effective mass, the band structure, crystal
vibrations and impurities. Moreover, inquiry-driven MC simulation of charge carrier transport
offers a very interesting teaching method for both condensed matter physics and statistical
mechanics, where different physical aspects can be explored in depth.

In summary, the activation of new cognitive resources by means of inquiry-based
teaching strategies, which are mainly deployed by first engaging and motivating the students
and then supporting them in a process of reasoned exploration, promoting the sharing of
obtained results and peer-to-peer discussions, alongside the advantages of using MC simu-
lations to solve complex problems in a straightforward way and explore different config-
urations of our system model, makes this learning path a potential aid for teaching
semiconductor physics more effectively.

Finally, the benefits of integrating a lecture-based method of instruction of semiconductor
science with MC simulations embedded with scientific inquiry pedagogies would result in an
enhancement of the ability of students to diagnose problems, critique experiments, construct
models and plan alternative investigations, high-order reasoning skills that are required for
future scientists and engineers.
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