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Abstract
A method for predicting the image covariance resulting from total-variation-penalized iterative image reconstruction (TV-penalized IIR) is presented and demonstrated in a variety of contexts. The method is validated against the sample covariance from statistical noise realizations for a small image using a variety of comparison metrics. Potential applications for the covariance approximation include investigation of image properties such as object- and signal-dependence of noise, and noise stationarity. These applications are demonstrated, along with the construction of image pixel variance maps for two-dimensional 128 × 128 pixel images. Methods for extending the proposed covariance approximation to larger images and improving computational efficiency are discussed. Future work will apply the developed methodology to the construction of task-based image quality metrics such as the Hotelling observer detectability for TV-based IIR.
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1. Introduction

1.1. Background

Over the past decade, use of regularization based on total variation (TV) has had a profound impact on iterative image reconstruction (IIR) research in x-ray computed tomography (CT). In particular, TV-based regularizers have been motivated by their ability to accurately reconstruct objects whose gradient magnitude images are sparse under data sampling conditions where conventional algorithms fail (Sidky et al 2006, Sidky and Pan 2008, Defrise et al 2011, ...

While image TV and similar penalties are now widely accepted as potentially beneficial components in IIR, research in the formulation of novel algorithms, cost functions, and penalties has vastly outpaced the development of sound image quality metrics suitable to the task of evaluating this new class of images. Specifically, images obtained from IIR do not satisfy the assumptions inherent in application of conventional metrics such as the modulation transfer function (MTF) (Rossmann 1964) or noise power spectrum (NPS) (Dainty and Shaw 1974). Therefore any assessment of image quality in IIR based on these or related metrics requires an initial evaluation of assumptions such as local stationarity or shift invariance, with the resulting assessment being meaningful only insofar as these assumptions are valid.

Alternatively, one can avoid the issue of limiting assumptions by collecting a sample of noisy images, so that image quality metrics based on statistical properties can be estimated. However, these methods often require many images, imposing a significant burden in terms of computation and, in the event real data is used, in terms of data acquisition. Further, the metrics that result from these sample-based strategies are stochastic and possess a finite statistical variability. The purpose of the present work is to aid in the development of image quality metrics for TV-based IIR by characterizing the noise properties of images reconstructed with TV penalties. Specifically, we seek to develop a framework for accurate computation of image pixel variance and covariance which does not rely on assumptions such as stationarity and does not require the collection of noisy sample images which leads to stochastic estimates. We therefore combine the concept of fixed-point covariance estimation with a noise propagation approach by employing the iteratively-reweighted least-squares (IRLS) algorithm (Lawson 1961, Beaton and Tukey 1974, Wohlberg and Rodriguez 2007, Chartrand and Yin 2008, Sidky et al 2014) in order to overcome the difficulty of nonlinearity in TV-penalized IIR.

1.2. Motivation for image covariance computation

In this work, we consider a reconstructed image to be represented by a 1-dimensional vector \( \mathbf{f} \in \mathbb{R}^N \) whose elements contain the image pixel values. This reduction of a multi-dimensional image to a 1-dimensional vector can be accomplished, for example, via lexicographical ordering of the image pixels. The resulting image covariance can then be represented by a matrix \( K_f \in \mathbb{R}^{N\times N} \), where \( K_f = \mathbb{E}\{ (\mathbf{f} - \overline{\mathbf{f}}) (\mathbf{f} - \overline{\mathbf{f}})^T \} \). Here \( \mathbb{E} \) denotes the expectation operator and \( \overline{\mathbf{f}} = \mathbb{E}\{\mathbf{f}\} \). The diagonal of this matrix contains the variance of each image pixel, while the off-diagonal elements contain covariances between separate pixels. Koehler and Proksa (2009) observed a strong object-dependence in image variance for TV-based reconstruction, with object edge locations corresponding to high pixel variances relative to uniform regions. This implies a need to understand the interplay between TV-based reconstruction and image noise, since image pixel variance lies at the heart of a wide array of image quality metrics such as signal-to-noise ratio (SNR). Further, there are many reasons for additionally considering pixel covariances in the assessment of image quality in IIR. First, TV-based reconstruction can lead
to a characteristic noise texture which is often anecdotally described as ‘plastic’ or ‘waxy’ (Leipsic et al. 2010, Vorona et al. 2011, Ren et al. 2012, Vandeghinste et al. 2013), and the resulting lack of realism in texture is a common criticism of TV. Noise texture is essentially the visualization of higher-order noise statistics (such as covariance) in a single realization, and can therefore be analyzed more rigorously via the image covariance matrix. This analysis can then aid in optimizing the various parameters of TV-based reconstruction algorithms in order to address potential shortcomings related to noise texture.

Secondly, beyond qualitative subjective impacts on image texture, image covariance has a demonstrable effect on performance of many relevant clinical tasks, such as lesion detection (Abbey and Barrett 2001, Burgess et al. 2001). This naturally leads to implications for more sophisticated image quality assessment, such as the use of model observers (Barrett et al. 1993, Barrett and Myers 2004), but even direct analysis of the correlation structure of image noise can provide valuable information for assessing image quality. For example, one purpose of this work is to investigate the validity of the assumptions of local stationarity and object-independence of image noise. These assumptions are implicit whenever Fourier-based image quality metrics are constructed or whenever stylized phantoms are used to optimize a system employing IIR.

Finally, the eventual goal of this research direction would be the efficient and non-stochastic construction of objective image quality metrics such as Hotelling observer (HO) performance (Fiete et al. 1987, Barrett and Myers 2004), for directly relevant clinical tasks. The HO is the optimal linear observer, meaning that it performs classification tasks using an optimal linear combination of pixel values. Therefore the HO can be useful as an upper bound on human task performance and forms the basis for many methods of directly estimating human performance. The HO figure of merit is the HO SNR, given by

$$\text{SNR}^2 = (\Delta \hat{f}^T K_f^{-1} \Delta \hat{f})$$

where $\Delta \hat{f}$ is the mean difference between images under two image classes. Accurate estimation and inversion of the image covariance matrix are the major barriers in applying the Hotelling observer to image quality assessment in CT. The nonlinearity of IIR can make image statistics difficult to describe, and the size of the images involved in a typical CT scan presents an additional difficulty. It is the goal of the present work to begin to address the former of these challenges, while maintaining awareness of the latter.

1.3. Relation to prior work

Nearly all work to date in characterizing the effects of noise in images obtained through IIR has relied on the concept of linearizing perturbations in the image pixels about a mean image. If, for the purposes of noise analysis, the reconstruction algorithm behaves linearly, then the image covariance has a straightforward analytical expression based on a linear approximation to the reconstruction operation and the noise properties of the original data. Within this broad framework, two complementary approaches to noise estimation have emerged. The first is based on approximating noise at each iteration of a reconstruction algorithm, thereby propagating the original data noise through each step of the algorithm until the final image is obtained. The second major approach is based on analysis of a convex objective function near its optimum in order to compute noise properties of a mathematically converged solution directly. The vast majority of work in both approaches has been applied to imaging in nuclear medicine rather than CT. This is likely due to the reduced dimensionality of images in PET and SPECT, which makes direct analysis of image covariance more feasible than in CT, where a typical 2-dimensional image can contain 1024\(^2\) pixels. However, for the most part, prior
work in PET and SPECT can generalize to problems in CT, so we will now provide a brief overview of these methods.

Propagation-based methods were first developed and validated for the expectation maximization (EM) algorithm by Barrett et al. (1994) and Wilson et al. (1994), and were subsequently generalized to block-iterative algorithms and maximum a-posteriori (MAP)—EM algorithms by Soares et al. (2005), Soares et al. (2000) and Wang and Gindi (1997), respectively. This approach was further generalized by Qi (2003), who constructed a framework for propagation-based noise analysis with preconditioned gradient-ascent algorithms. Additionally, the same work provided asymptotic analysis of noise properties so that the propagation-based approach could be bridged to the other major method, which we refer to as a fixed-point method, since it analyses noise properties at the fixed point of the objective function. The basic approach for fixed-point noise analysis was presented by Fessler (1996), with subsequent development and application still ongoing (Qi and Leahy 1999, 2000, Zhang-O’Connor and Fessler 2007, Li 2011, Chun and Fessler 2013, Dutta et al. 2013). In particular, Li (2011) and Dutta et al. (2013) clarify the relationship between iteration-based methods and fixed-point methods. Additionally, Dutta et al. (2013) provides examples of the sort of system and reconstruction optimization which noise analysis can facilitate.

A common limitation of most existing work is that non-quadratic regularization is not well handled since first-order approximations to these penalties can be inaccurate. One notable exception is the work of Ahn and Leahy (2008), which employs efficient Monte-Carlo methods to estimate noise and resolution properties rather than relying on analytic approximations. In this work, we adopt a different approach, by employing the IRLS algorithm for performing TV-penalized reconstruction. Our approach combines elements of both iteration-based and fixed-point methods. Like many EM algorithms, IRLS can be interpreted as a fixed-point iteration which iteratively solves a series of surrogate optimization problems. Similar to Li (2011), we assume that each surrogate problem is solved to convergence and compute noise estimates at each iteration. The novel contribution of the work is that we employ the IRLS algorithm to address the use of the non-quadratic TV penalty. The method we propose also has a straightforward generalization to noise analysis of non-convex TpV minimization as discussed by Sidky et al. (2014) and Sidky et al. (2007).

This paper is organized as follows: section 2.1 provides necessary background on fixed-point methods for noise estimation; section 2.2 describes the IRLS algorithm and its application to TV minimization; in sections 2.3–2.4, we apply fixed-point noise analysis to the IRLS algorithm; section 3 describes the methods and results of the validation of our proposed method, while section 4 applies the methodology to address several pertinent questions in TV-based IIR; finally section 5 provides a brief discussion and conclusions.

2. Methods

2.1. Covariance of an implicitly defined estimator

In this section, we will briefly introduce a method from Fessler (1996) which plays a key role in most approaches to covariance approximation in IIR, and which constitutes one component of our proposed method as well. We begin by repeating the result for the covariance of an implicitly defined estimator. Here and elsewhere in this paper, capital Latin letters denote matrices and bold, lowercase Latin letters denote vectors. In general terms, one is interested in obtaining an image \( f^* \in \mathbb{R}^N \), which can be written as the optimizer of a cost function \( \Phi \) that depends both on the image and data:
\( f^* = \arg \min \Phi(f, g), \)  

(2)

where \( g \in \mathbb{R}^M \) represents the projection data in x-ray CT. We restrict ourselves, for the time being, to considering functions \( \Phi(f, g) \) which possess a unique global optimizer that can be found by zeroing the partial derivatives of \( \Phi \) with respect to \( f \), i.e.

\[
\frac{\partial \Phi(f, g)}{\partial f} \bigg|_{f=f^*} = 0 \quad \forall \ i \in [1, N],
\]

(3)

where \( f_i \) denotes the \( i \)th image pixel.

The basic idea for constructing an approximation to the image covariance matrix \( K_f \) relies on linearizing the implicitly defined image function \( f(g) \) with respect to the data \( g \). In other words, we wish to obtain the Jacobian matrix \( J \in \mathbb{R}^{N \times M} \) whose \((i, j)\)th entry we define by

\[
J_{i,j} := \frac{\partial f_i}{\partial g_j},
\]

(4)

where \( f_i \) is the \( i \)th image pixel, and \( g_j \) is the \( j \)th sinogram (projection data) element. Specifically, we use the Jacobian to linearly model small perturbations of the image (i.e. noise) about the mean image \( f \). In this work, we rely on the assumption that \( f \) is well approximated by reconstruction of noise-free data, i.e. \( \tilde{f} \approx f(g) \). We then use this information to construct an approximation of \( J(f) \). This leads to the approximation

\[
f^* \approx \tilde{f} + \Delta f,
\]

\[
\Delta f = J(\tilde{f}) \Delta g,
\]

\[
\Delta g := g - \tilde{g}
\]

(5)

where \( \Delta f \) and \( \Delta g \) define noise perturbations about the noise-free image and data, and \( \tilde{g} \) denotes the noise-free data. Statistical variability enters into \( f^* \) only through \( \Delta f \), so that

\[
K_f \approx K_M = J(\tilde{f})K_g J(\tilde{f})^T,
\]

(6)

where the superscript \( T \) denotes the matrix transpose (or Hermitian adjoint in the event that the entries are complex).

Since the image \( f^* \) is defined implicitly, the Jacobian \( J \) cannot be constructed directly. Instead we can differentiate both sides of equation (3) with respect to \( g \) and apply the chain rule, yielding

\[
H_{fg} J + H_{fg} = 0
\]

(7)

where \( 0 \in \mathbb{R}^{N \times M} \) is a matrix of all zeros, and we have defined the Hessian \( H_{fg} \in \mathbb{R}^{N \times N} \) such that its \((i,j)\)th element

\[
[H_{fg}]_{i,j} = \frac{\partial^2 \Phi(f, g)}{\partial f_i \partial f_j}.
\]

(8)

Similarly, we define the mixed Hessian \( H_{fg} \in \mathbb{R}^{N \times M} \) such that

\[
[H_{fg}]_{i,j} = \frac{\partial^2 \Phi(f, g)}{\partial f_i \partial g_j}.
\]

(9)

The resulting Jacobian is then given by

\[
J = -H_{fg}^T H_{fg}.
\]

(10)
The matrix inverse requires that \(-H_f\) be positive definite, however in order to construct our covariance approximation, we need only evaluate the Jacobian at \(\hat{f}\). Therefore, we only require \(-H_f\) to be positive definite when evaluated at \(\hat{f}\). As Fessler points out (Fessler 1996), this corresponds to requiring \(\Phi(\hat{f}, g)\) to be locally strongly convex near the optimum for noise-free data. This is generally not true for objectives involving a TV term, however we will address this difficulty below. The final covariance approximation is then given by combining equations (6) and (10):

\[
K_f = H_{ff}^{-1}(\hat{f})H_{fg}(\hat{f})K_gH_{fg}^{-1}(\hat{f})H_{ff}(\hat{f}).
\]

### 2.2. TV-penalized IRLS reconstruction

In this work, we consider the unconstrained form of TV-penalized image reconstruction, where given a data set of \(M\) elements, \(g \in \mathbb{R}^M\), the reconstructed image is defined via the following optimization program:

\[
f^\circ = \arg\min_f \{ \lambda \|\nabla f\|_1 + \|Xf - g\|_2^2 \},
\]

where \(\lambda\) is a free parameter controlling the weight of regularization, \(X \in \mathbb{R}^{M \times N}\) is a linear model of forward projection, and \(f^\circ \in \mathbb{R}^N\) is the image vector composed of reconstructed image pixel coefficients. In this work, we consider \(f\) to be a 2D image, however the bulk of the formalism presented here can be trivially generalized to 3D, albeit with a corresponding increase in computational burden. Further, a weighting factor could be added to the least-squares term to generalize our approach, but this was not included in the present study. The argument of the \(\ell_1\) norm is the pixel-wise magnitude of the image spatial gradient, where \(\nabla \in \mathbb{R}^{2N \times N}\) is the discrete gradient operator for two-dimensional images, constructed as

\[
\nabla = \begin{pmatrix} \nabla^x \\ \nabla^y \end{pmatrix}.
\]

where \(\nabla^x\) and \(\nabla^y\) represent forward difference operators in the \(x\)- and \(y\)-dimension of the image, respectively.

The TV term in equation (12) lies at the heart of the difficulty of computing image noise properties accurately. Since the TV penalty is not smooth, its partial derivatives are not defined everywhere, and the foregoing approximation for image covariance is not well defined. Further, the lack of smoothness in the TV penalty is essential in encouraging gradient magnitude sparsity in the reconstructed image, and should therefore be considered in our noise approximation. In this work, we propose analysis of image noise properties by propagation of noise through an iteratively reweighted least-squares (IRLS) algorithm applied to the problem in equation (12). The aforementioned covariance approximation is then well defined at each iteration of the IRLS algorithm, and image noise properties can be propagated through the reconstruction process, which converges to the solution of the non-smooth TV objective. We summarize this algorithm below.

The first iteration of IRLS involves the solution of a least-squares objective with a quadratic roughness penalty:

\[
f_1^\circ = \arg\min_f \{ \lambda \|\nabla f\|_2^2 + \|Xf - g\|_2^2 \}
\]

Next, each subsequent iteration has two steps. First, a vector of weights is computed from the previous iterate:
\[
\begin{align*}
\mathbf{w}_n &= \left( \frac{1}{\sqrt{\eta_n^2 + |\nabla \mathbf{f}|^2}} \right) \\
\end{align*}
\]  
\hspace{1cm} (15)

where \( \eta_n = 10^{-n} \) and \( n \) denotes the iteration number. The parameter \( \eta_n \) is a continuation parameter that addresses potential singularities in the definition of the weights. Following Chartrand and Yin (2008), we begin with a relatively large value of this parameter and rapidly shrink it with subsequent iterations. Next, the following iterate is computed from another quadratic optimization problem:

\[
\mathbf{f}_{n+1}^\circ = \arg \min_{\mathbf{f}} \left\{ \| \sqrt{\mathbf{w}_n} \nabla \mathbf{f} \|_2^2 + \| \mathbf{X} \mathbf{f} - \mathbf{g} \|_2^2 \right\}. \\
\hspace{1cm} (16)
\]

Alternating applications of equations (15) and (16) are then applied. Each cycle of computing weights and solving a resulting quadratic optimization constitutes a single iteration of IRLS. This algorithm has been shown elsewhere to efficiently solve a general class of problems with equation (12) as a special case (Wohlberg and Rodriguez 2007, Chartrand and Yin 2008, Rodriguez and Wohlberg 2009, 2012).

### 2.3. Linearization of IRLS

In order to compute linear approximations for each iterate of IRLS, we begin by constructing \( \mathbf{H}_\mathbf{f} \) and \( \mathbf{H}_\mathbf{g} \) for \( \Phi(\mathbf{f}, \mathbf{g}) \) given in equation (14). Expanding the matrix multiplication, we can rewrite the objective function as

\[
\Phi_i(\mathbf{f}, \mathbf{g}) = \lambda \mathbf{f}^T \nabla \mathbf{f} + \mathbf{f}^T \mathbf{X}^T \mathbf{X} \mathbf{f} - 2 \mathbf{g}^T \mathbf{X} \mathbf{f} + \mathbf{g}^T \mathbf{g},
\hspace{1cm} (17)
\]

where the subscript denotes that this is the objective function defining the first iterate of the IRLS algorithm. By inspection, we then have that

\[
\begin{align*}
\mathbf{H}_\mathbf{f} &= 2(\lambda \nabla \mathbf{f}^T + \mathbf{X}^T \mathbf{X}) \\
\mathbf{H}_\mathbf{g} &= -2\mathbf{X}^T.
\end{align*}
\hspace{1cm} (18)
\]

The Jacobian and image covariance matrix are therefore,

\[
\mathbf{J}_i = (\lambda \nabla \mathbf{f}^T + \mathbf{X}^T \mathbf{X})^{-1} \mathbf{X}^T
\hspace{1cm} (20)
\]

and

\[
\mathbf{K}_i = (\lambda \nabla \mathbf{f}^T + \mathbf{X}^T \mathbf{X})^{-1} \mathbf{X}^T \mathbf{K}_\mathbf{g} X (\lambda \nabla \mathbf{f}^T + \mathbf{X}^T \mathbf{X})^{-1}.
\hspace{1cm} (21)
\]

The expression above for the covariance of the first iterate is exact, since the objective function is quadratic and all higher order derivatives in the expansion of \( \Phi(\mathbf{f}, \mathbf{g}) \) are zero.

For all subsequent iterates, we have

\[
\Phi_i(\mathbf{f}, \mathbf{g}) = \lambda \mathbf{f}^T \nabla \mathbf{f} \text{diag}(\mathbf{w}_{n-1} \oplus \mathbf{w}_{n-i}) \nabla \mathbf{f} + \mathbf{f}^T \mathbf{X}^T \mathbf{X} \mathbf{f} - 2 \mathbf{g}^T \mathbf{X} \mathbf{f} + \mathbf{g}^T \mathbf{g},
\hspace{1cm} (22)
\]

where \( \text{diag}(\mathbf{x}) \) denotes a diagonal matrix with \( \mathbf{x} \) along the diagonal and \( \oplus \) denotes concatenation of vectors. While the Jacobian for the first iteration \( \mathbf{J}_1 \) has no dependence on the data \( \mathbf{g} \), Jacobians for subsequent iterations will. We will therefore compute the quantities \( \mathbf{H}_\mathbf{g} \) and \( \mathbf{H}_\mathbf{f} \) at the location \( \mathbf{f}_n^\circ = \mathbf{f}_n^\circ \approx \mathbf{f}_n^\circ(\mathbf{g}) \). Similarly, we evaluate these Hessians at the location \( \mathbf{w}_n = \mathbf{w}_n \). The assumption \( \mathbf{f}_n^\circ \approx \mathbf{f}_n^\circ(\mathbf{g}) \) is common and is not a limiting factor in the accuracy
of our approximation. However the equivalent approximation for \( \mathbf{w} \) leads to inaccuracies in the noise model. This is particularly true at higher iterations of IRLS and in nearly uniform regions. An improved, non-linear estimate of \( \mathbf{w} \), based on an approximate cumulative distribution function for \( \mathbf{w} \), is provided in appendix A.

By inspection, we now have

\[
H_{\mathbf{f}} = 2(\mathcal{I}^{T} \mathbf{V}) \text{diag}(\mathbf{w}_{n-1} \oplus \mathbf{w}_{n-1}) \mathbf{V} + \mathbf{X}^{T} \mathbf{X},
\]

(23)

however constructing \( H_{\mathbf{f}} \) requires some care since \( \mathbf{w}_{n-1} \) is a function of \( \mathbf{g} \). Here, we introduce the shorthand notation for a Jacobian matrix \( \frac{\partial}{\partial \mathbf{g}} \in \mathbb{R}^{N \times M} \), whose entries are all partial derivatives of elements of \( \mathbf{f} \) with respect to elements of \( \mathbf{g} \). We then have

\[
H_{\mathbf{g}} = \left[ \frac{\partial}{\partial \mathbf{g}} (2(\mathcal{I}^{T} \mathbf{V}) \text{diag}(\mathbf{w}_{n-1} \oplus \mathbf{w}_{n-1}) \mathbf{V} - 2\mathbf{X}^{T} \mathbf{g} ) \right]_{\mathbf{g} = \mathbf{g}}.
\]

(24)

Rearranging the first term and applying the chain rule, we obtain

\[
H_{\mathbf{g}} = 2 \left( \mathcal{I}^{T} \mathbf{V} \text{diag}(\mathbf{V}^{T}) \left[ \frac{\partial(\mathbf{w}_{n-1} \oplus \mathbf{w}_{n-1})}{\partial \mathbf{g}} \right] \right)_{\mathbf{g} = \mathbf{g}} - \mathbf{X}^{T}
\]

\[
= 2 \left( \mathcal{I}^{T} \mathbf{V} \text{diag}(\mathbf{V}^{T}) \left[ \frac{\partial(\mathbf{w}_{n-1} \oplus \mathbf{w}_{n-1})}{\partial \mathbf{g}} \right] \right)_{\mathbf{g} = \mathbf{g}} - \mathbf{X}^{T}
\]

\[
= 2 \left( \mathcal{I}^{T} \mathbf{V} \text{diag}(\mathbf{V}^{T}) \left[ \frac{\partial(\mathbf{w}_{n-1} \oplus \mathbf{w}_{n-1})}{\partial \mathbf{g}} \right] \right)_{\mathbf{g} = \mathbf{g}} - \mathbf{X}^{T}
\]

(25)

In order to evaluate \( \frac{\partial(\mathbf{w}_{n-1} \oplus \mathbf{w}_{n-1})}{\partial \mathbf{g}} \), we note that

\[
|\mathbf{V}^{T}_{n-1}|^{2} = (\mathcal{I}^{T} \mathbf{V}^{T}_{n-1})^{2} + (\mathcal{I}^{T} \mathbf{V}^{T}_{n-1})^{2}.
\]

(26)

Therefore, recalling equation (15) and applying the chain rule,

\[
\frac{\partial(\mathbf{w}_{n-1} \oplus \mathbf{w}_{n-1})}{\partial \mathbf{g}_{n-1}} = -\left[ \frac{1}{2} \text{diag} \left( \frac{\partial}{\partial \mathbf{g}_{n-1}} \left( \mathbf{g}_{n-1}^{2} - \left| \mathbf{V}^{T}_{n-1} \right|^{2} \right) \right) \right]_{\mathbf{g} = \mathbf{g}}
\]

\[
= -\left[ \text{diag} \left( \frac{\partial}{\partial \mathbf{g}_{n-1}} \left( \mathbf{g}_{n-1}^{2} - \left| \mathbf{V}^{T}_{n-1} \right|^{2} \right) \right) \right]_{\mathbf{g} = \mathbf{g}}
\]

(27)

For the concatenated vectors, we then have

\[
\frac{\partial(\mathbf{w}_{n-1} \oplus \mathbf{w}_{n-1})}{\partial \mathbf{g}_{n-1}} = \begin{bmatrix}
\frac{\partial(\mathbf{w}_{n-1})}{\partial \mathbf{g}_{n-1}} \\
\frac{\partial(\mathbf{w}_{n-1})}{\partial \mathbf{g}_{n-1}} \\
\frac{\partial(\mathbf{w}_{n-1})}{\partial \mathbf{g}_{n-1}} \\
\frac{\partial(\mathbf{w}_{n-1})}{\partial \mathbf{g}_{n-1}}
\end{bmatrix}
\]

(28)

For compactness, we will denote the above matrix, evaluated at \( \mathbf{g} = \mathbf{g} \), as \( \mathbf{W}_{n-1} \), so that

\[
H_{\mathbf{g}} = -2(\mathcal{I}^{T} \mathbf{V} \text{diag}(\mathbf{V}^{T}) \mathbf{W}_{n-1} \mathbf{W}_{n-1} + \mathbf{X}^{T})
\]

(29)

The Jacobian matrix \( J_{n} \) can then be defined recursively for \( n > 1 \) as
Algorithm 1. Calculate $y = J_n x$.

SOLVE$(A,b)$ is any algorithm to solve a linear system $A x = b$ for $x$.

Obtain $\varphi_i$ and $\vec{I}_i$ for $i = 1 \ldots n$ by reconstruction of noise-free data and the procedure outlined in appendix A.

$\hat{f} \leftarrow X^T x$
$y_1 = \text{SOLVE}(\lambda \nabla^T \nabla + X^T X, \hat{f})$

for $i = 1 \ldots n - 1$

$\tilde{y}_i \leftarrow \lambda \nabla^T \text{diag}(\nabla I_i) W X + \hat{f}$
$y_{a+1} = \text{SOLVE}(\lambda \nabla^T \text{diag}(\varphi_i \oplus \varphi_i) \nabla + X^T X, \tilde{y}_i)$
end for

return $y_n$

Algorithm 2. Calculate $x = J^T_n y$.

SOLVE$(A,b)$ is any algorithm to solve a linear system $A x = b$ for $x$.

Obtain $\varphi_i$ and $\vec{I}_i$ for $i = 1 \ldots n$ by reconstruction of noise-free data and the procedure outlined in appendix A.

$\tilde{y}_n \leftarrow y$
$x \leftarrow 0_{n \times 1}$
for $i = n - 1 \ldots 1$

$\tilde{g}_i \leftarrow \text{SOLVE}(\lambda \nabla^T \text{diag}(\varphi_i \oplus \varphi_i) \nabla + X^T X, \tilde{y}_{a+1})$
$x \leftarrow x + X \tilde{g}_i$
$\tilde{y}_i \leftarrow \lambda W^T \text{diag}(\nabla I_i) V \tilde{g}_i$
end for

$\tilde{g}_0 = \text{SOLVE}(\lambda \nabla^T \nabla + X^T X, \tilde{y}_1)$
$x \leftarrow x + X \tilde{g}_0$

return $x$

\[ J_n = (\lambda \nabla^T \text{diag}(\varphi_{n-1} \oplus \varphi_{n-1}) \nabla + X^T X)^{-1} (\lambda \nabla^T \text{diag}(\nabla I_i) W_{n-1} J_{n-1} + X^T). \]  (30)

The resulting Jacobian matrix fully describes the linearization of the TV-penalized reconstruction obtained with $n$ IRLS iterations. The resulting covariance matrix for the image is then

\[ K_{f_n} = J_n K_{\varphi_{n,n-1}} J_n^T. \]  (31)

2.4. Implementation of $K_{f_n}$

Even after pre-computing estimates of $\hat{f}_n$ and $\varphi_{n,i}$, it is not immediately obvious that the expression for the Jacobian given in equation (30) enables one to perform efficient computation of inner products with $K_{f_n}$. If one were to expand that equation, the number of large matrix inversions would be seen to grow geometrically with the number of IRLS iterations. However, proper implementation allows only a linear dependence on the number of IRLS iterations. Further, in our experience fewer than 10 iterations was always sufficient to reasonably approximate the converged TV-penalized reconstruction, and as few as 5 or 6 iterations was commonly sufficient. In order to illustrate the implementation of an inner product with $K_{f_n}$, the procedure is outlined in algorithms 1 and 2.
3. Validation on a small system

3.1. Method for validation

The most direct means of validating the proposed covariance approximation is through comparison to sample statistics estimated from many noise realizations. In order to compute accurate sample statistics for covariances, however, the number of realizations obtained must be at least roughly on the order of the number of image pixels. Therefore, in order to investigate a range of reconstruction parameter values, we perform validation using 2500 noise realizations of a $32 \times 32$ pixel image for a variety of regularization parameters $\lambda$ and total IRLS iterations. The covariance estimates obtained from the noise realizations are the maximum likelihood estimates of image covariance. The noise model used is a Gaussian noise model with variance inversely proportional to the photon flux incident on the detector. The noise level simulated is characteristic of typical noise in dedicated breast CT, which is relatively high compared to many other CT applications.

We investigate up to 8 iterations of IRLS and values of $\lambda$ ranging from $10^{-2}$ to $10^{-6.3}$. For the majority of the $\lambda$ settings we investigate here, 8 iterations is sufficient to reconstruct an image which is visibly indistinguishable from the converged solution. The phantom chosen is a digital breast phantom. For the small scale validation, a $32 \times 32$ pixel image is used, along with 64 detector pixels and 12 projection views. This configuration has sparse projection-view sampling and requires TV minimization for accurate reconstruction of noiseless data. The acquisition geometry used is circular fan-beam, with a magnification factor of 1.92, and the full circular field-of-view is inscribed in the reconstructed image. The range of $\lambda$ values investigated is chosen through visual inspection of noisy images so that both under- and over-regularized images are investigated (see figure 1). Finally, each iteration of the IRLS algorithm is solved using the method of conjugate gradients.

As an initial validation of our approximation, we inspect variance and covariance images for the proposed method, as well as sample variance and covariance derived from noise realizations. In additions to this visual inspection, several comparison metrics are used to evaluate the approximation of image covariance. First, a simple root-mean-squared error (RMSE) between the elements of the approximated and sample covariance matrices is computed. Likewise, RMSE between the matrix diagonals (variance maps) is calculated. In each case, we normalize the RMSE by the mean image pixel variance derived from the noise realizations. This allows for a performance comparison across regularization parameter values. Next, we compare the two covariance matrices using a metric motivated by Pearson’s $R$, in order to investigate the linearity of the approximation with respect to the sample covariance. We define this metric as

\[ R = \frac{\text{cov}(\text{approx}, \text{sample})}{\sqrt{\text{var}(\text{approx}) \cdot \text{var}(\text{sample})}} \]
\[ R^2 = \left( \frac{\text{Cov}(K_1, K_2)}{\sigma_{K_1} \sigma_{K_2}} \right)^2, \]  

(32)

where \( K_1 \) and \( K_2 \) are two covariance estimates under comparison, the term in the numerator is the sample covariance between all elements of \( K_1 \) and all elements of \( K_2 \), and the terms in the denominator are the sample standard deviation of all elements within \( K_1 \) and all elements within \( K_2 \), respectively. This \( R^2 \) metric will be equal to unity when a single linear function relates all elements of \( K_1 \) to elements of \( K_2 \). Similarly, we define an equivalent metric where we consider only pixel variances and neglect the off-diagonal elements of \( K_1 \) and \( K_2 \).

The above metric summarizes how well two matrices agree to within an arbitrary shift and scaling. In other words, it characterizes the goodness-of-fit of the model \( K_1 = aK_2 + b \) for scalars \( a \) and \( b \). However, it is also informative to quantify the absolute predictive value of our approximation. For this, we construct a metric which is a variation on the previous regression metric \( R^2 \), in which the goodness-of-fit between the matrices is evaluated for the model \( K_1 = K_2 \). We define this metric as

\[ \tilde{R}^2 = 1 - \frac{\sum_i \left( K_i^1 - K_i^2 \right)^2}{\text{Var}(K_2)}, \]  

(33)

where the summation is over all \( N \) elements of the matrices, and as before the denominator term is the sample variance among the elements of \( K_2 \). In terms of linear regression, the term \( K_1 \) represents the samples obtained, while \( K_2 \) represents the modeled values. Therefore, we insert the sample covariance matrix as \( K_2 \) and the approximated covariance matrix as \( K_1 \).

Finally, we evaluate our approximation with a metric proposed by Förstner and Moonen (2003). The primary appeal of this metric is that it is invariant to matrix inversion, so that the applicability of our approximation to Hotelling observer metrics, where the covariance is inverted, can be assessed. This metric is defined as

\[ d = \sqrt{\sum_i \ln^2 s_i}, \]  

(34)

where \( s_i \) represents the \( i \)th singular value of the matrix \( K_2 K_1^{-1} \).

3.2. Results of validation on a small system

We begin by presenting variance and covariance images from our proposed method, along with sample variance and covariance images derived from 2500 noise realizations. Figure 2 shows variance maps obtained from realizations (left column) versus those obtained with our proposed approximation (center column) after 6 IRLS iterations. Each row corresponds to a different setting of the regularization parameter \( \lambda \). The display windows for each image are also provided in the figure. The right column shows the difference between the approximation and the result from realizations, normalized by the maximum image variance. Clearly, while the proposed approximation consistently underestimates the absolute image pixel variance, the structure of the variance map is well approximated. A comparison based on RMSE is sensitive both to overall structural differences in the covariance matrix, as well as to offset and scaling of the covariance, which depending on the application may or may not be of interest. Isolation of these two types of comparison is the motivation for the \( R^2 \) and \( \tilde{R}^2 \) metrics previously discussed.
Similarly, figure 3 shows results for image covariance with a single pixel for the proposed approximation as well as for the sample covariance obtained from realizations. The pixel whose covariance is shown has highest RMSE for a given parameter combination. Again, as in the case of the variances, the approximation underestimates image pixel covariance but preserves the covariance structure. In terms of Hotelling observer assessment, this suggests that if the proposed method were used to estimate the Hotelling template, the resulting template would have an overall structure close to that of the true Hotelling template. However, the inaccuracy in the covariance’s scale would lead to a positive offset in the estimated HO SNR. Ultimately, the importance of absolutely quantifying the covariance magnitude is dependent on the application of interest. In subsequent sections, we focus primarily on questions of object-dependence and stationarity, which can be addressed by only considering the structure of the image covariance.

In order to quantitatively evaluate our method, we now apply the various metrics previously described in section 3. Figure 4 shows the comparison of our approximation of the image covariance $K_f$ with a sample covariance matrix derived from 2500 independent noise realizations in terms of RMSE. The RMSE values have been normalized to the mean sample variance since the overall noise level varies greatly across the range of $\lambda$ setting used. Error bars arising from the statistical uncertainty of the sample covariance are too small to be visualized on this plot. The general trend that error increases with successive iterations of the IRLS

**Figure 2.** Variance images from three different regularization parameter strengths. The display window of each image is given in the figure. The display windows are different so that the structure of the variance map estimate can be assessed. The right column provides the difference image between our approximation and the sample covariance from realizations, normalized to the maximum sample variance.
Figure 3. Individual rows from the covariance matrices for three regularization parameter values. These rows had the worst RMSE between the two matrices of any rows, so they are the worst case approximations for each regularization strength. The color scale for the difference image is in % of the maximum covariance (i.e. percentage of the variance of the pixel corresponding to the row being visualized).

Figure 4. The normalized RMSE between the approximated covariance matrix and the covariance matrix derived from realizations for the $32 \times 32$ image is shown for a range of regularization parameters including only the variance terms (left) and including all of the covariance terms (right). In this and subsequent figures, error bars arising from the statistical uncertainty of the sample covariance estimates are too small to be seen.
algorithm due to accumulation of errors is evident. However these results do not convey an obvious dependence of variance accuracy on the regularization parameter. Covariance RMSE appears to have a general trend toward increasing with decreased regularization strength. However, apart from the result that the approximation is more accurate at early iterations, RMSE does not provide a great deal of insight.

For a more interpretable metric, figure 5 shows the coefficient of determination $R^2$ for each parameter setting investigated. The absolute scale of this metric is meaningful in that a value of 1 indicates a perfect linear agreement between the approximated and sample variance or covariance. In this way, we can isolate structural errors in the variance and covariance approximations from the error in scale shown in figures 2 and 3. The linearity assumption appears relatively robust for variances and covariances across a wide range of parameter values. Higher $\lambda$ values, corresponding to stronger regularization, degrade the approximation slightly in terms of linearity for both variances and covariances. As with RMSE, the impact of iteration number also worsens the approximation gradually, however this effect seems stronger for covariances than for variances. Overall the linearity of our approximated covariance with respect to the actual covariance appears well validated, implying that variance maps and covariances can be accurately approximated in terms of their overall structure.

In order to assess the absolute quantitative accuracy of our covariance approximation, figure 6 illustrates the dependence of the modified coefficient $\tilde{R}^2$ on iteration number and $\lambda$ value. As expected, these values are slightly lower than the $R^2$ values, since the model of equality between the approximated and sample covariance matrices is stricter than a linear model. However, the drop in the metric is modest, particularly since six iterations of IRLS was frequently sufficient to approximate the converged TV solution to within visually discernible difference.

Finally, figure 7 shows the results of assessment using the distance metric which is invariant to matrix inversion. For applications involving inversion of the covariance matrix, such as use of the Hotelling observer, these results are particularly relevant. More than in any other metric, a clear dependence on regularization parameter emerges, with lighter regularization (smaller $\lambda$) consistently improving the covariance approximation. Likewise, a monotonic increase in the distance metric reveals the impact of iteration, however it is interesting to note that for several values of $\lambda$, the distance metric seems to plateau at higher iterations. This could
imply that continuing to run the IRLS algorithm to tighter convergence would eventually have a diminishing impact on the approximation of model observer metrics.

4. Examples and approach for larger systems

Next, we turn our attention to some specific applications of the proposed methodology for covariance approximation. Specifically, each question we address in this section relates to issues underlying the assessment of image quality when using IIR. In each of the following examples, we have increased the image size to 128 × 128 pixels, and proportionately increased
the data detector sampling to 256 detector pixels. We set the number of projection views to 50, as we find that this is just within the realm of sparsity where the TV term is necessary for accurate reconstruction of noise-free data. Otherwise, all previous experimental conditions are held constant. The computation was performed on a system with enough RAM to store and directly invert matrices of dimension $N_{\text{pixels}} \times N_{\text{pixels}}$, so the matrix inverses of equation (30) were precomputed, as opposed to being solved with conjugate-gradients or other linear solvers.

For the remainder of our investigation, we consider two numerical phantoms: a numerical breast phantom as before, but with finer pixelization than in section 3, and a continuously-defined numerical disk phantom. The GMI sparsity is nearly identical for the two phantoms, 7.5% and 7.4% nonzero elements for the breast phantom and (discretized) disk phantom images, respectively. Further, we consider only one set of reconstruction parameters, fixing $\lambda = 0.1$ and 6 iterations of IRLS. This is because in this section we primarily wish to demonstrate the application of the proposed approximation when the TV penalty plays a predominant role in the reconstruction. The numerical phantoms used and examples of noise realizations are shown in figure 8 (a discretized version of the continuous numerical disk phantom is shown). The red arrows indicate locations where local noise properties are investigated in subsequent sections. While the heavy regularization evident in the reconstructions greatly lowers the noise magnitude, it also introduces patchy pixel correlations characteristic of TV penalties. It is the impact of this characteristic noise structure that we hope to assess here.

4.1. Accurate preservation of noise structure

Since most anecdotal discussion of noise structure in TV-based reconstruction describes a ‘patchy’ appearance, we would like any approximations which make up our noise model to maintain this appearance. It is not immediately obvious that the 2nd-order image statistics adequately preserve the characteristic noise structure of TV reconstruction. Therefore, as a simple subjective validation of this, we perform two reconstructions of simulated independent breast phantom data realizations and investigate the resulting difference image. Likewise, we propagate the same data realizations through the linearization of the reconstruction defined in equation (5), using the expression for $J_n$ in equation (30), and compute their difference. The result is shown in figure 9, with a tight display window centered at 0. Clearly, although the overall noise magnitude is somewhat larger in the IRLS reconstructions, the linear model still captures the essential features of the image noise texture, specifically the lumpy appearance in the uniform phantom regions.

4.2. Object dependence of noise

Having validated that our approximation method is reasonably accurate for small images and a range of parameters, and having demonstrated that the approximation qualitatively preserves TV-based noise texture, we next turn our attention to the issue of object-dependent noise. This issue is of central importance to image quality assessment, since the actual object of interest is rarely available for system evaluation, and often stylized phantoms are used for assessing the performance of IIR. The assumption of approximate object-independence is desirable because it enables system assessment for a generic phantom in hopes that the evaluation performed will generalize to a wide array of actual patient data. However, this assumption is never completely valid for practical applications of IIR. Therefore our purpose here is to demonstrate the application of our covariance approximation method to the quantification of object-dependence of image noise.
First, we investigate the dependence of image variance on the object being imaged. Figure 10 shows variance maps for the two numerical phantoms used. Clearly, image pixel variance is strongly object-dependent, with pixels located near edges displaying higher noise levels than pixels in uniform regions. This is to be expected since the TV penalty is most active in regions of the image where pixel constancy is likely to be enforced. This effect was first observed by Koehler and Proksa (2009) and also confirmed with realization studies by Rose et al (2015). Logically, one would expect this effect could play an even greater role in actual data, since the objects being imaged are not piece-wise constant, and regularization is not
typically so strong as to eliminate visualization of the physiological variability within a given organ or tissue type.

While pixel variance is obviously important in terms of image quality, of equal or greater concern is pixel covariance. This is particularly true when task-based metrics are employed, as covariances play an important role in many radiological tasks. Detection tasks, for instance, are often modeled using stylized phantoms with small or low-contrast cylindrical or spherical objects placed in a large, uniform background. For IIR, there is no guarantee that the covariance, and hence task performance metrics, obtained with these phantoms is in any way related to task-performance in a realistic object. Further, even for realistic phantoms it may be important to consider a range of backgrounds, signal locations, and tasks in order to construct meaningful image quality metrics when the image covariance is object-dependent.
In order to illustrate this phenomenon of object-dependent covariance, figure 11 shows the covariance structure in the numerical breast phantom and disk phantom after six iterations of IRLS. By covariance structure, we mean the covariance of each image pixel with a single fixed pixel. This can be interpreted as a single row of the image covariance matrix. The left column of figure 11 shows the covariance with a pixel that is in a central, uniform region of each phantom. Meanwhile, the right column corresponds to a pixel located near tissue boundaries in the breast phantom, and in the corresponding location of the disk phantom, which is locally uniform. These locations are indicated with red arrows in figure 8. The discrepancy in correlation structure between phantoms is to be expected for the pixel located near a boundary in the breast phantom (right column), since local gradient magnitude information will affect the amount of regularization. However, the fact that the covariance differs between the phantoms for the central pixel is somewhat surprising, since both phantoms are uniform near their centers. In general, this sort of non-local object dependence presents a particular challenge for task-based evaluation of IIR algorithms using physical phantoms, since it suggests that the realism of a phantom far from a signal of interest has the potential to affect the resulting covariance-dependent image quality metrics.

4.3. TV-based regularization and local stationarity

For the comparisons in the preceding section, we were careful to compare image covariance between objects in identical physical locations. A related question is whether or not the
The covariance structure is invariant to small changes in location within a given object. This property, known as local stationarity, is an assumption which underlies any image quality metric involving the noise power-spectrum (NPS). As previously stated, stationarity is often invoked in order to enable discussion of conventional image quality metrics, such as detective quantum efficiency (DQE), the NPS, or any model observer which is defined in the Fourier domain. In figure 12, we demonstrate the application of our covariance approximation to qualitatively investigate local stationarity. The left side of figure 12 shows the covariance with the peripheral pixel highlighted in the breast phantom in figure 8. The right side of the figure shows the covariance structure when the covarying pixel is shifted to the right by 4 pixels (about 5 mm). For this object, local stationarity is then valid to the extent that the left and right sides of the figure are the same.

While visualization of the image covariance can be informative, a more direct means of probing the validity of the stationarity assumption is to investigate image noise in the discrete Fourier transform (DFT) domain. An equivalent means of stating the assumption of stationarity is that a DFT diagonalizes the image covariance matrix. This property is a primary motivation for assuming stationarity, since diagonalization of the covariance matrix allows for efficient computation of a range of image quality metrics, including Hotelling observer performance. In our notation, stationarity implies that

\[ F K f F^\dagger = D, \]

where \( F \) denotes the DFT, \( \dagger \) is the Hermitian adjoint, and \( D \) denotes a diagonal matrix. Given our present approximation for \( K_f \) and the fact that \( F^\dagger = \frac{1}{N_{\text{nois}}} F^{-1} \), this assumption can be straightforwardly investigated. Consider a vector with dimensionality equal to the reconstructed image and with a single non-zero element at pixel \( i \). We will denote this vector by \( e_i \). It is then straightforward to compute

\[ \tilde{e}_i = F K_f F^\dagger e_i \]

and investigate the structure of this new vector \( \tilde{e}_i \). The magnitude and extent of non-zero elements in \( \tilde{e}_i \) is then an indication of the extent to which image noise is stationary.

Figure 13 shows the results of performing this test at the two pixel locations marked in figure 8 in the breast phantom. It is important to note, however, that locations in the image...
no longer correspond to physical locations since we are now operating in the DFT domain. Interestingly, when $i$ is chosen to correspond to the location of the central pixel, there are few elements of $\tilde{e}_i$ with values significantly different from zero. However, moving beyond the central pixels of the DFT-domain image produces vectors $\tilde{e}_i$ with many more non-zero components, as seen on the right of figure 13.

While this example is informative, typically local stationarity is assumed, rather than global stationarity, and it is a quantitative measure of global stationarity which is demonstrated in figure 13. Recall, however, that for this example, the covariance matrix was directly stored in computer memory. This enables us to access only those components of $K_f$ which correspond to a local region of interest (ROI) in the image. In order to investigate the local stationarity assumption, the same procedure described above for global stationarity was implemented using only the covariance of pixels within square image ROIs centered about the off-center pixel highlighted in figure 8. The resulting vectors $\tilde{e}_i$ are shown as image ROIs in figure 14. Each ROI image is labeled with the spatial extent of the square ROI used. The window for each image is set as in figure 13.

Figure 13. Shown are the resulting vectors $\tilde{e}_i$ from equation (36), reshaped into 2-dimensional images. The existence of many pixels which are non-zero is a direct indication that the DFT does not diagonalize the image covariance matrix, hence invalidating the assumption of stationarity. The display window is set so that black corresponds to 0, while white corresponds to 25% of the maximum image value.

Figure 14. These results, similar to those in figure 13, demonstrate that local stationarity is similarly not satisfied, despite restriction of the image ROI to small sizes. The headings of the figures denote the width of the square ROI used. The window for each image is set as in figure 13.
quality metrics which rely on local stationarity should be justified on a case-by-case basis, especially when edge-preserving penalties are used in CT IIR.

Lastly, while the bulk of the results in this work correspond to $128 \times 128$ pixel images, it is worth briefly discussing the feasibility of the extension to larger images. The first difficulty is in obtaining an estimate of $\mathbf{w}_n$ for each iteration of IRLS. This is because pixel variance estimates are required for every pixel and every iteration. As stated in appendix A, these variance estimates do not need to be precise, and a variety of approaches exist for efficiently constructing approximate variance maps. Alternatively, one could sacrifice the non-stochastic aspect of the covariance approximation and use noise realizations to construct estimates for $\mathbf{w}_n$. For example, the right side of figure 15 shows the covariance estimate for a single pixel using 200 noise realizations for a $512 \times 512$ image (0.3 mm pixels) to construct estimates of $\mathbf{w}_n$.

The subsequent difficulty is in performing the linear solve in algorithms 1 and 2. Virtually any first-order method can solve these systems efficiently enough to view single rows of the covariance matrix in isolation. For instance, the method of conjugate gradients was used to generate the result in figure 15. Further, in our experience methods based on conjugate gradients can likely enable computation of Hotelling observer performance for a single reconstruction implementation, with covariance matrix inner products being computed on a single CPU of our system in roughly 10 s for a $512 \times 512$ image. Therefore, for the current implementation on our system, given estimates of $\mathbf{f}_n$ and $\mathbf{w}_n$, full calculation of HO SNR would likely take on the order of several weeks, which is feasible, if somewhat time-consuming. However, careful optimization of parameters with the Hotelling observer and construction of full and precise image variance maps would require a more efficient means of estimating $\mathbf{w}_n$ for each iteration. A more efficient statistical model for the mean and variance of these weights than that presented in appendix A could address this issue.

5. Conclusion

In this work, we have presented a method for the approximation of CT image covariance when the edge-preserving TV penalty is used. The method relies on the ability to apply an IRLS algorithm to the solution of the TV-penalized objective, so that noise can be propagated through a series of quadratic subproblems. The resulting approximation is non-stochastic and

![Figure 15. In order to demonstrate the feasibility of computing covariance estimates for large images, 200 noise realizations were used to construct an estimate of $\mathbf{w}_n$ for a $512 \times 512$ pixel image at the same off-center pixel location in the breast phantom as in figure 11. The method of conjugate gradients was then used to solve the linear systems in algorithms 1 and 2.](image)
does not rely on the collection of many noisy images. The method was validated by comparison to sample covariance matrices of small (32 × 32 pixel) images obtained through many independent noise realizations. The method appears robust for a wide range of reconstruction parameter settings, and enables several pertinent issues to be addressed with regard to image quality in CT.

In conclusion, we have applied the proposed covariance approximation in order to construct variance maps and visualize image pixel correlations, as well as to address questions of object-dependence and stationarity. These last two issues are particularly relevant, as our findings highlight the need for realistic task-specific simulation and phantom development when evaluating images obtained with IIR, since noise is likely to be non-stationary and highly object-dependent. Future work will directly address the computational strategies discussed in this work which make the proposed method feasible for larger images. Similarly, the application of our methodology to full task-based image quality assessment will be a future direction of this research.
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Appendix

In this appendix, we describe the method used in this work for computing non-stochastic estimates of the mean weight vectors used in the IRLS algorithm. As stated previously, the mean value of the nth weight vector, \( \mathbf{w}_n \) cannot be accurately obtained through reconstruction of noise-free data. Further, accurate image covariance approximation relies on obtaining at least a rough approximation of \( \mathbf{w}_n \). Without access to the full probability density function for \( \mathbf{w}_n \), the approach we take is to assume that the image at each iteration of IRLS can be modeled as a multivariate Gaussian distribution, with covariance given by the method described in section 2.3. Since the covariance of the first iterate, \( K_0 \), does not depend on a weight vector, we can construct an approximate distribution function for each \( \mathbf{w}_n \) one at a time, extracting the average values \( \mathbf{w}_n \) along the way. Note that for compactness we will temporarily drop the subscript \( n \), as the following analysis holds for every iteration. We begin by observing that each element of \( \mathbf{w} \) depends on the previous iterate only through the corresponding elements of \( \nabla_x f \) and \( \nabla_y f \). We then define \( u := (\nabla_x f)_i \) and \( v := (\nabla_y f)_i \) as the \( i \)th pixel values of the \( x \)- and \( y \)-gradient images. We begin by considering the cumulative distribution function \( F_{\mathbf{w}}(w) = P(\mathbf{w} < w) \). Inserting the definition of \( \mathbf{w} \), we have

\[
\begin{align*}
\mathbf{w}_i < w & \implies \frac{1}{\sqrt{\eta^2 + u^2 + v^2}} < w \\
& \implies \frac{1}{w} \leq \frac{1}{\sqrt{\eta^2 + u^2 + v^2}} \\
& \implies \frac{1}{w^2} = \eta^2 < u^2 + v^2.
\end{align*}
\]

(A.1)

Then we can write the cumulative distribution function of \( \mathbf{w} \) as
\begin{align}
F_w(w) &= 1 - P\left\{ u^2 + v^2 < \frac{1}{w^2} - \eta^2 \right\} \\
&= 1 - \int_{\frac{1}{w^2}}^{\frac{1}{w^2} - \eta^2} f_1(v) dv \int_{\frac{1}{w^2} - \eta^2}^{\frac{1}{w^2} - \eta^2 - v^2} f_2(u) du \\
&= 1 - \int_{\frac{1}{w^2}}^{\frac{1}{w^2} - \eta^2} \frac{dv}{\sigma_u \sqrt{2\pi}} e^{-\frac{(v-\mu_v)^2}{2\sigma_u^2}} \int_{\frac{1}{w^2} - \eta^2}^{\frac{1}{w^2} - \eta^2 - v^2} \frac{1}{\sigma_u \sqrt{2\pi}} e^{-\frac{(u-\mu_u)^2}{2\sigma_u^2}} du
\end{align}

where $f_1(v)$ and $f_2(u)$ are the probability density functions of $u$ and $v$. While the final probability density function of $w$ is highly non-Gaussian, in our experience the gradient magnitude image is comparatively well approximated as a multivariate Gaussian distribution. Following this assumption, $u$ and $v$ can be described by Gaussian distributions with means $\mu_u$ and $\mu_v$, and variances $\sigma_u^2$ and $\sigma_v^2$, respectively.

We then have

\begin{align}
F_w(w) &= 1 - \int_{\frac{1}{w^2}}^{\frac{1}{w^2} - \eta^2} \frac{dv}{\sigma_u \sqrt{2\pi}} e^{-\frac{(v-\mu_v)^2}{2\sigma_u^2}} \int_{\frac{1}{w^2} - \eta^2}^{\frac{1}{w^2} - \eta^2 - v^2} \frac{1}{\sigma_u \sqrt{2\pi}} e^{-\frac{(u-\mu_u)^2}{2\sigma_u^2}} du \\
&= 1 - \int_{\frac{1}{w^2}}^{\frac{1}{w^2} - \eta^2} \frac{dv}{\sigma_u \sqrt{2\pi}} e^{-\frac{(v-\mu_v)^2}{2\sigma_u^2}} \left\{ \frac{1}{2} \left[ \text{erf} \left( \frac{1}{\sqrt{2} \sigma_u} \right) \right] \right\} \\
&= 1 - \int_{\frac{1}{w^2}}^{\frac{1}{w^2} - \eta^2} \frac{dv}{\sigma_u \sqrt{2\pi}} e^{-\frac{(v-\mu_v)^2}{2\sigma_u^2}} \left\{ \frac{1}{2} \left[ \text{erf} \left( \frac{1}{\sqrt{2} \sigma_u} \right) \right] \right\}
\end{align}

Recall (see, for example, section 5.3 of (Papoulis and Pillai 2002)) that for a random variable $x$ taking only positive values, $E\{x\} = \int_0^\infty dx \{ 1 - F(x') \}$. We can then write $E\{\mathbf{w}\}$ as

\begin{align}
E\{\mathbf{w}\} &= \int_0^\infty dw \int_{\frac{1}{w^2}}^{\frac{1}{w^2} - \eta^2} \frac{dv}{\sigma_u \sqrt{2\pi}} e^{-\frac{(v-\mu_v)^2}{2\sigma_u^2}} \left\{ \frac{1}{2} \left[ \text{erf} \left( \frac{1}{\sqrt{2} \sigma_u} \right) \right] \right\} \\
&= \int_0^\infty dw \int_{\frac{1}{w^2}}^{\frac{1}{w^2} - \eta^2} \frac{dv}{\sigma_u \sqrt{2\pi}} e^{-\frac{(v-\mu_v)^2}{2\sigma_u^2}} \left\{ \frac{1}{2} \left[ \text{erf} \left( \frac{1}{\sqrt{2} \sigma_u} \right) \right] \right\}
\end{align}

where we have replaced the upper limit on the outer integral with the $1/\eta$, as this is the maximum value of $w$.

Given pixel variance estimates for a previous iteration of IRLS, the approximation of $\mathbf{w}$ for the subsequent iteration can be calculated numerically using equation (A.4) and any number of available numerical integration packages to perform the 2-dimensional integration for each image pixel. In practice we have found this computation to be feasible, even for large systems. Two points are important in order to speed the computation of $\mathbf{w}$: First, since the numerical integration is performed pixel-by-pixel, it is trivially parallelizable. Second, while equation (A.4) relies on knowledge of the covariance matrix of the previous iterate (through $\sigma_u$ and $\sigma_v$), we have observed that a rough approximation of the pixel variances is sufficient for a good approximation of $\mathbf{w}$. For large images, we have implemented this approximate solution.
by loosening the convergence criteria for the various matrix inversions of equation (30), which are implemented as linear solves for large images, while for smaller systems, we store the full covariance matrix at each iteration directly. More sophisticated methods exist for efficiently computing approximate variance maps, such as those in Zhang-O’Connor and Fessler (2007) employing Fourier methods, and these could also potentially be implemented to speed pre-computation of \( w \) for each iteration.
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