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Abstract. We describe a novel code system, TRiP, dedicated to the planning of radiotherapy with energetic ions, in particular 12C. The software is designed to cooperate with three-dimensional active dose shaping devices like the GSI raster scan system. This unique beam delivery system allows us to select any combination from a list of 253 individual beam energies, 7 different beam spot sizes and 15 intensity levels. The software includes a beam model adapted to and verified for carbon ions. Inverse planning techniques are implemented in order to obtain a uniform target dose distribution from clinical input data, i.e. CT images and patient contours. This implies the automatic generation of intensity modulated fields of heavy ions with as many as 40 000 raster points, where each point corresponds to a specific beam position, energy and particle fluence. This set of data is directly passed to the beam delivery and control system. The treatment planning code has been in clinical use since the start of the GSI pilot project in December 1997. Forty-eight patients have been successfully planned and treated.

(Some figures in this article are in colour only in the electronic version; see www.iop.org)

1. Introduction

One of the main objectives in radiotherapy is the conformal delivery of the prescribed dose to the target volume, while sparing the surrounding healthy tissue and critical structures as much as possible. In comparison with conventional photon beams, therapeutic ion beams in general offer the advantage of a depth dose distribution with a pronounced maximum (Bragg maximum) and a sharp dose fall-off at large penetration depth, in contrast to the exponential dose deposition of photons or neutrons, or the broad maximum generated by electrons. This is also known as an inverted dose profile and it allows a higher degree of dose conformation to the target volume. Heavier ions like 12C offer further advantages over protons or other lighter charged particles: first, the lateral scattering in tissue is reduced roughly by a factor of 3. This factor arises from Highland’s parametrization of Molière’s scattering (Highland 1975, 1979), where the projectile’s charge Z and momentum p enter as $Z/\beta p c$ in the width of a Gaussian distribution of scattering angles. Second, carbon ions have an increased relative biological effectiveness (RBE), especially in the stopping region at the Bragg peak. These particular properties make carbon ion beams an ideal candidate to be combined with the evolving techniques of intensity modulated radiotherapy (IMRT).
1.1. Dose shaping techniques

Many radiotherapy facilities around the world already exploit the advantages of the inverted dose profile of heavy charged particles such as protons or carbon ions. Pioneering work was done at the Lawrence Berkeley Laboratory (LBL), USA from 1975 to 1993. They used a broad beam with a defined spread-out Bragg peak generated by modulator wheels (ridge filters) (Chu et al. 1993). The field is shaped by patient-specific passive devices like collimators to match the tumour in the beam’s-eye view and by compensators to match in the longitudinal direction. With a fixed modulation for the spread out Bragg peak over the whole field, however, the dose cannot be tailored to the proximal end of the target volume, so that a substantial dose is delivered to the adjacent normal tissue. Figure 1 shows a typical bolus used for broad beam techniques to compensate for the curvature of the target and the outer contour, and illustrates its effect on the dose distribution. Similar techniques are used at the National Institute of Radiological Science (NIRS), Japan (Kanai et al. 1999), the only other facility besides GSI (Gesellschaft für Schwerionenforschung, Darmstadt, Germany) which currently uses carbon ion beams for tumour therapy.

The next step to better exploit the advantages of ion beams are the various techniques of active volume scanning. They use magnetic deflection of narrow pencil-like beams to cover the cross sections of the target volume. Energy variation of the ion beams allows coverage of different slices at different depths (figure 2). This results in an excellent dose conformation not only at the distal but also at the proximal end of the target volume. So far two facilities have implemented this method for clinical use: the Paul Scherrer Institute (PSI), Switzerland, with the spot scanning technique for protons (Pedroni et al. 1995), and GSI, with the raster scan device for ions. In contrast to GSI, PSI uses range shifters to adjust the particle energy and one-dimensional beam scanning in combination with a linear motion of the treatment table in the second dimension.

1.2. Heavy ion radiotherapy at GSI

In December 1997 an experimental heavy ion radiotherapy facility became operational at the German Heavy Ion Research Center, GSI. The rationale for the use of heavy ions is that they combine a high degree of dose conformation, better than proton beams, with a high biological effectiveness focused to the target volume. The clinical part of this pilot project will last for
five years, using exclusively beams of $^{12}\text{C}$ ions. The aim is to investigate the clinical impact of the unique properties of heavy ions and to show which patients can benefit from such therapy.

The GSI facility realizes for the first time the combination of active field shaping, using a scanned beam, with active energy variation of the beam, thus making full use of the advantages of heavy charged particles for therapy. The use of a magnetic scanning system (Haberer et al 1993) together with active energy variation allows irradiation with a very high degree of target conformality. This novel irradiation technique requires a method for dose calculation and optimization which is radically different from conventional approaches used for example in photon and even proton therapy, due to the strong dependence of the RBE on particle charge, energy and absorbed dose. A prerequisite is the development of a physical beam model as well as a radiobiological model to describe the interactions of ion beams with biological material.

The large number of different beam positions and intensities, both in lateral as well as in longitudinal directions, allow high flexibility in volume scanning. This unique GSI system, therefore, comprises a fully three-dimensional intensity modulation combined with high spatial resolution. Thus the precise computer-based planning of the beam energy and particle fluence is mandatory. The PSI spot scanning technique represents a similar system, however, with poorer spatial resolution due to the relatively large beam spot size.

For photon beams, computer-based planning is common practice in radiotherapy and numerous commercial and research prototype packages exist. Whereas commercial packages offer mature solutions, research prototypes have the advantage that they are more flexible in an experimental situation such as GSI radiotherapy. Commercial treatment planning systems do not exist for heavy ions.

Voxelplan has been developed (Gademann et al 1993) at the German Cancer Research Center DKFZ (Deutsches Krebsforschungszentrum, Heidelberg), a universal environment for radiotherapy planning in research and routine environments. Although Voxelplan is very flexible as far as the selection of dose algorithms and beam delivery systems is concerned, its main application has been in high-precision conventional therapy.

At other sites where charged particles are in use for radiotherapy, treatment planning systems have been developed. However, all of them appear to be tailored to the specific needs of the respective facility. Early solutions for heavy ions at the LBL (Chen et al 1979) and
current systems like the HIPLAN at NIRS (Endo et al 1996) are designed for passive beam shaping only. The closest approach is found at PSI, but their spot scanning system differs from GSI’s scanning system and uses the absorbed dose of protons only. Hence, the specific properties of carbon ions like projectile fragmentation and the variation of RBE with energy are not included.

None of these systems is directly well suited to the specific needs of highly conformal treatment of tumours with ion beams, that is the unique combination of scanned beam and active energy variation which requires many thousands of free parameters to be determined. Due to the high RBE of heavy ions—which depends on location and absorbed dose—it is mandatory to perform treatment planning based on biological effectiveness. This cannot be done by applying some quality factor after the optimization: due to the complex nonlinear nature of biological effectiveness, i.e. its dependence on particle charge and energy, absorbed dose and tissue type, it has to be an integral part of the treatment planning kernel.

In this article we describe the basic principles of the newly developed GSI computer code TRiP (TReatment planning for Particles), which fulfils all the above requirements. In combination with Voxelplan as well as alone it has served as the standard treatment planning system for the GSI radiotherapy project since 1995. It is used on a regular basis for patient treatment as well as for irradiation of biological samples, phantoms and detectors for research purposes.

This paper is organized as follows. Section 2 describes the set-up of the GSI beam delivery. This defines the requirements for the treatment planning which are summarized in section 3. Section 4 presents the physical beam model which has been incorporated as an integral part of the treatment planning and section 5 addresses the problem of tissue inhomogeneities. Section 6 describes the methods of dose calculation and optimization and finally some typical planning results are shown.

Two important aspects are not addressed here but will be the subject of separate forthcoming papers. These are the radiobiological aspects of treatment planning and the implementation of the system in clinical practice.

2. The GSI beam delivery system

This section briefly describes the beam delivery system for radiotherapy at GSI. The general design idea is to use completely active volume scanning in three dimensions. This can be achieved by magnetic deflection of the $^{12}$C beam in the lateral direction and by energy variation of the GSI synchrotron to cover different depths in order to spread out the dose across the target volume. Figure 2 shows a schematic overview.

GSI’s SIS accelerator provides heavy ion beams from protons to uranium with energies up to 2 GeV u$^{-1}$ for lighter ions ($\approx$ 1 GeV u$^{-1}$ for uranium). For radiotherapy only light ions like carbon are used because they offer the best combination of RBE and physical dose shaping.

In order to match the needs of radiotherapy, the accelerator control system was modified to allow selection of the energy, beam spot size and intensity level of the $^{12}$C beam from one synchrotron cycle to the next (Eickhoff et al 1996).

A list of 253 energies has been set up in order to achieve a constant spacing of the corresponding ranges in water. This is important to obtain a homogenous depth dose distribution. The energy range is between 80 MeV u$^{-1}$ and 430 MeV u$^{-1}$ corresponding to a range in tissue between 20 mm and 330 mm respectively. The ion energy can be switched within $\approx$ 5 s and thus different depths can be reached without the need of additional absorbers. This way the target region is divided into subsequent slices corresponding to beams of different energies.
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The nominal beam spot diameter can be chosen from a predefined list. Narrow beams are used for small volumes and in situations where sharp dose gradients at the field boundary are required. Larger beam spots are preferred for large target volumes because they reduce the number of scanning steps needed to cover such volumes. In practice, however, the size of the beam spot depends on the selected beam energy (figure 3). For low beam energies this is due to multiple scattering in the beam exit window and the ionization and multiwire chambers of the beam control system. Although multiple scattering in general plays only a minor role for projectiles as heavy as $^{12}$C, the long travelling distance of about 1 m between the beam outlet and the isocentre results in an enlarged beam spot. The beam profile is approximately symmetric and Gaussian shaped. The most common spot size setting is 5 to 6 mm FWHM, yielding a lateral dose fall-off (from 90% to 10%) of the same magnitude.

The magnetic scanning system (Haberer et al 1993) deflects the ion beam in the lateral $(x, y)$ direction across a maximum field size of $200 \times 200$ mm. The main input to the control system are the particle fluences $F(E_{beam}, x, y)$ determined by the treatment planning procedures as described later. Monitoring the prescribed dose is thus equivalent to monitoring the correct delivery of the number of ions for each energy and position. This is achieved by a set of transmission ionization chambers (ICs), thereby compensating for very large fluctuations in beam flux (Voss et al 1998). The ICs are calibrated against a standard dosimeter every morning as part of the daily checks. The computer control system is designed for a grand total of 524 288 irradiation positions. Irradiation times for typical cases are of the order of a few minutes. Large tumours of some hundred cubic centimetres in volume may require about 20 min treatment time.

Due to space limitations, and also for economic reasons, no gantry is available, only a fixed horizontal beam line. However, the patient couch can be rotated, so that multi-field irradiation is possible, at least in a single plane. At present most patients are treated with two approximately opposing fields. In some cases a third boost or a patch field of a different angle is superimposed.

**Figure 3.** Dependence of the beam spot size at the isocentre on the beam energy.
3. Requirements for treatment planning

Treatment planning for scanned heavy ion beams starts just like conventional planning, that is, imaging devices such as magnetic resonance (MR) and computer tomography (CT) are used to generate a digital model of the irradiation region. While MR images deliver high-resolution information on tumour location and critical structures, the CT data are mandatory for dose computation and optimization. CT data, taken without contrast drugs, essentially represent the density of electrons in tissue, and it is the electron density which determines the ion stopping power and hence the dose deposition as well as the particle ranges. We emphasize here that a CT taken with contrast agent should not be used for particle dose calculations because this would lead to erroneous particle ranges with deviations up to 2–3 mm. Based on the image data, patient contours for the target volume and the critical structure are defined by means of a dedicated software package.

Beyond this point the treatment planning for $^{12}$C ions has to account firstly for the specific properties of the ion species (in contrast to protons or photons) and secondly for the unique capabilities of GSI’s irradiation facility. An additional requirement is that all algorithms and models developed for the absorbed dose calculation must be compatible with treatment planning based on the RBE.

The first requirement makes it necessary to describe the transport of $^{12}$C ions in tissue in a way suitable for fast treatment planning. This rules out Monte Carlo (MC) techniques which are popular in other areas of physics. Moreover, methods developed for protons are not necessarily well suited, due to $^{12}$C-specific features like projectile fragmentation and reduced lateral scattering of the beam.

The second requirement forces the implementation of ‘inverse’ planning techniques. That is, the particle fluence is determined from the desired dose distribution by some optimization procedure. However, whereas in photon therapy only a few irradiation fields have to be considered, the GSI scanning system requires several thousands to tens of thousands of single scanner positions to be determined in order to obtain a uniform dose distribution across the target volume. For example, the irradiation of an average target of 6 cm diameter (volume $\approx 110 \text{ cm}^3$) with scanner spots of 2 mm spacing and a Bragg peak distance of 2 mm in longitudinal direction will require the determination of fluence values at about 14 000 positions.

The raster scan technique implies that each slice of the target is irradiated with a non-uniform particle fluence distribution. Only the distal slice receives a homogeneous distribution of high particle fluences (figure 4). All other slices are—depending on geometry—partially...
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pre-irradiated and hence require less dose and irregular dose patterns to be deposited. In particular, the requirements for heavy ion treatment planning can be listed as follows:

- A physical beam model has to be established which describes the ion interaction with tissue with sufficient accuracy. Such a model should be able to calculate the distribution of primary and secondary particles and their energies as a function of depth. This is important because the interaction of heavy charged particles with biological structures such as the cell nucleus depends heavily on particle charge and energy. From the particle distribution the depth dose distribution for any desired beam energy is derived by multiplication with the energy loss.
- Algorithms have to be developed which are able to derive the particle energies and fluences from a prescribed dose distribution, not just calculate the absorbed dose straightforwardly from given particle fluences. This is known as inverse planning and is a very complex task in view of the many free parameters of the GSI scanning system.
- The relation of particle ranges to CT numbers has to be established. In general the patient tissue is inhomogeneous, that is, it comprises regions of various densities like water, bone, muscle, fat, air cavities and so on. Particle energy calculations have to account for such heterogeneities. Basically, methods have to be established to translate the CT information (representing x-ray attenuation) into a water-equivalent path length relevant for heavy ions.

Apart from these overall requirements the planning of an actual patient irradiation comprises several output tasks:

- Compute and store the absorbed dose distribution in three dimensions, either in the CT or in the water-equivalent coordinate system (to allow fast control of the optimization results).
- Generate the input data for the magnetic beam scanning system and the SIS accelerator.
- Support recalculation of dose distributions from externally supplied particle fluences (to allow phantom irradiation with patient plans).
- Compute and store the expected read-outs of various dosimeters like TLD, films and others, which are supposed to have nonlinear dose response functions.

4. The beam model

The beam model we have used so far is based on the fact that for ion beams as heavy as $^{12}$C multiple elastic scattering plays only a minor role (figure 5). The light fragments, which are generated while a heavy ion traverses matter, will experience larger deflections. However, since they contribute only a small amount to the overall dose, their multiple scattering is neglected as well in first order. Future versions of the model will also include angular scattering of the generated light fragments. Likewise, all other particles which might be generated during $^{12}$C slowing down such as $\gamma$-rays and $\delta$-rays are neglected because they make only a negligible contribution to the dose (compared with the primary $^{12}$C) or because they are already included in the energy loss (low-energy $\delta$ electrons).

Under these assumptions the (partial) dose generated by a single heavy ion beam with energy $E_{\text{beam}}$ centred at $(x_0, y_0)$ can be described as

$$D(E_{\text{beam}}, x) [\text{Gy}] = (1.6 \times 10^{-8}) d(E_{\text{beam}}, z) \frac{N}{2\pi \sigma^2} \exp \left( -\frac{1}{2} \frac{r^2}{\sigma^2} \right)$$

where $r$ is the distance from the beam centre, $\sigma$ is the actual width (variance) of the Gaussian beam profile and $N$ is the total number of particles. The lateral beam profile is assumed to
be Gaussian in shape and symmetric in $x$ and $y$. The most important quantity, however, is the energy loss distribution $d(E_{\text{beam}}, z)$, for a given initial beam energy, $E_{\text{beam}}$, as a function of penetration depth, $z$, which has to be described by an appropriate model. Such a model has to include not only the single particle energy loss, but also the energy loss straggling and the process of projectile fragmentation in order to reproduce experimentally determined dose profiles with sufficient accuracy.

We developed a code tailored to our needs (Haberer 1994), with as much experimental data incorporated as possible. Although focused on and tested for $^{12}\text{C}$ ions it can be extended to other ion species as well. The basic concepts are described in the following.

4.1. The YIELD transport model

The most important input to the dose calculation is the distribution $d(E_{\text{beam}}, z)$ generated by a heavy ion beam of energy $E_{\text{beam}}$ in water or water-equivalent material at depth $z$. Due to energy loss straggling and because heavy particles (compared with protons) undergo projectile fragmentation when travelling through matter the depth dose profile is different from the $dE/dx$ curve for a single particle. Target fragmentation occurs too, but is of minor importance compared with projectile fragmentation. Our model is restricted to the description of the one-dimensional transport of the primary beam and the generated secondary particles. This task can be solved even without MC methods, which in this case is an advantage because $d(E_{\text{beam}}, z)$ is obtained without statistical fluctuations.

The absorber under consideration (water as a tissue equivalent medium) is divided into approximately 80 slices with thicknesses varying from 0.05 to 0.0005 times the expected Bragg peak position. With such an adaptive grid the rapid changes in the vicinity of the Bragg peak can be described without wasting computer resources in the entrance region where the radiation field changes only slowly with depth $z$. For each slice, energy spectra $dN(E_{\text{beam}}, z, T, E)/dE$ for ingoing (index $I$) and outgoing (index $F$) particles are defined, where $T$ represents a particular particle species $(Z, A)$ defined by the nuclear charge $Z$ and the mass number $A$. Within each of these material slices of varying thickness $\Delta z$, new particles can be created by
fragmentation of the ingoing ones:

\[
\frac{dN_F}{dE_F}(T_F, E_F) = \sum_{T_I, E_I} \frac{dN_I}{dE_I}(T_I, E_I) \left[ 1 - \exp(-\Delta z \sigma_{T\rightarrow F}(T_I, E_I) n_{\text{nuclei}}) \right] \times \exp \left( -\frac{1}{2} \frac{(E_F - \langle E(E_I, E'_I) \rangle)^2}{\langle \sigma^2(E_I) \rangle} \right). 
\]

(2)

Here \(\sigma_{T\rightarrow F}(T_I, E_I)\) is the cross section for the creation of a fragment species \(T_F\) from its parent species \(T_I\) by nuclear fragmentation reactions. It is derived from semiempirical descriptions (Summerer et al. 1990, Schall et al. 1996). \(n_{\text{nuclei}}\) is the number density of nuclei. The values in brackets, \(\langle E \rangle\) and \(\langle \sigma^2 \rangle\) are mean energy and mean energy variance after momentum loss by fragmentation, according to Morrissey (1989), with \(E'_I = E_I - \frac{dE}{dx}(T_I, E_I) \Delta z\). The energy loss \(\frac{dE}{dx}(T, E)\) is interpolated in well-established tables (Heinrich et al. 1991). Simultaneously the ingoing particle spectrum is transformed by attenuation, energy loss and energy loss straggling:

\[
\frac{dN_F}{dE_F}(T_F, E_F) = \sum_{E_I} \frac{dN_I}{dE_I}(T_I = T_F, E_I) \exp(-\Delta z \sigma_{\text{att}}(T_I, E_I) n_{\text{nuclei}}) \times \exp \left( -\frac{1}{2} \frac{(E_F - \langle E(E_I) \rangle)^2}{\langle \sigma^2(E_I) \rangle} \right). 
\]

(3)

Here \(\sigma_{\text{att}}\) is the empirically corrected total reaction cross section. The values in brackets, \(\langle E \rangle\) and \(\langle \sigma^2 \rangle\) are mean energy and energy loss straggling, respectively, after electronic energy loss within the slice under consideration.

After the calculation of one slice is completed the ‘outgoing’ spectrum becomes the ‘ingoing’ spectrum for the next slice. Finally the depth dose distribution is derived:

\[
d(E_{\text{beam}}, z) = \sum_T \int_E \frac{dN}{dE}(E_{\text{beam}}, z, T, E) \frac{dE}{dx}(T, E) \rho. 
\]

(4)

The model calculations have been verified experimentally at several selected energies with large-area ionization chambers and a precision water absorber of variable thickness.
Figure 7. Interpolation of depth dose profiles. Original dose profiles for various beam energies (a) and profiles normalized to the Bragg peak position and the beam energy (b).

(Sihver et al 1998). Figure 6 shows measured and calculated depth dose distributions. Good agreement is achieved after slight adjustment of the energy loss table in order to reproduce the measured absolute Bragg peak position with submillimetre precision. The only adjustable parameter here is the ionization potential, $I_{\text{pot}}$, which enters into the usual stopping power formulae (Heinrich et al 1991, Salomon 1980). We found that a value of $I_{\text{pot}} = 77$ eV is necessary to reproduce the measured Bragg peak positions. Increasing $I_{\text{pot}}$ by 2 eV shifts the peak position by $\approx 0.5$ mm for a $^{12}$C beam at 270 MeV u$^{-1}$. Our calculated Bragg peak positions are 8.35 and 14.49 g cm$^{-2}$ for 195 and 270 MeV u$^{-1}$, respectively, in good agreement with the experimental data of 8.34 $\pm$ 0.04 and 14.45 $\pm$ 0.04 g cm$^{-2}$.

At depth values beyond the Bragg peak the long-range tails resulting from beam fragmentation contribute a significant amount to the dose. These tails are reproduced by the model, too, and are also taken into account for the dose calculation and optimization.

For practical use in therapy planning it is sufficient to calculate the depth dose profiles in steps of 10 MeV u$^{-1}$ initial beam energy from 50 to 500 MeV u$^{-1}$. The profiles are calculated only once and then stored as tables. The fragment spectra $dN(E_{\text{beam}}, z, T, E)/dE$ for each depth are stored as well, to be used in algorithms where the fragment and energy distribution is required, such as calculation of RBE or response of solid state detectors. When beam energies are required which are not represented in the precalculated database, linear interpolation between the next neighbours is performed. This is facilitated if dose profiles and particle spectra are normalized prior to the actual interpolation, that is, the depth $z$ is normalized to the Bragg peak position (figure 7) and the fragment energy, $E$, to the incoming beam energy, $E_{\text{beam}}$.

4.2. The ripple filter

At beam energies below about 150 MeV u$^{-1}$ the unmodified Bragg peaks become very sharp ($\approx 1$ mm FWHM in water at 100 MeV u$^{-1}$, $\approx 5$ mm FWHM in water at 300 MeV u$^{-1}$), so that many energy slices would be needed to deliver a homogeneous dose distribution, thereby increasing the treatment time. An additional technical complication is caused by the scanner monitoring devices. Given a particular dose, there will be an increasing number of scanner positions with very small particle numbers as the number of slices grows. This would require a scan monitor system with a very high sensitivity for measuring the charge produced by low particle fluences as well as a high dynamic range. In order to circumvent this problem, we introduce the only passive (and static) beam shaping element, the so-called ripple filter. Its
Comb-like shape leads to a small but well defined broadening of the Bragg peak, especially for low beam energies (Weber and Kraft 1999).

The transmission function of this device can be described as a set of different Bragg peak displacements, Δzi, caused by the different traversal paths. They occur with different probabilities wi, so that the transmission function can be folded with the basic data (depth dose profiles and spectral distributions) to obtain a modified set of basic data:

\[
d'(E_{\text{beam}}, z) = \sum_i d(E_{\text{beam}}, z + \Delta z_i) w_i
\]

\[
\frac{dN'}{dE}(E_{\text{beam}}, z, Z, E) = \sum_i \frac{dN}{dE}(E_{\text{beam}}, z + \Delta z_i, Z, E) w_i
\]

\[
\sum_i w_i = 1.
\]

All dose and optimization algorithms remain unchanged, only the databases for the calculations are chosen differently with or without the ripple filter. We would like to emphasize at this point that our ripple filter is not a primary beam shaping device as described, for example, by Kanai et al (1999). Its main purpose is to broaden slightly the width of the sharp Bragg peaks of lower energies and thus to simplify the superposition of Bragg peaks.

5. Tissue inhomogeneities

The algorithms and procedures described so far are based on the assumption of water targets. However, biological tissues, for example lung and bone, have densities which differ considerably from that of water. The basic idea to account for such density variations is to apply the concept of a water-equivalent path length (WEPL) when an ion traverses a CT voxel. High-density voxels correspond to ion path lengths larger than that for water, low-density voxels to shorter ion path lengths. In this way the trajectory of an ion through the CT cube is transformed from the CT system into a water-equivalent system in the beam’s-eye view. Thus the originally regular shaped target volume will be distorted in the water-equivalent system (figure 8). The advantage of this approach is twofold: the models as developed for water can be reused without change and the necessary coordinate system transformation between the CT system and the beam’s-eye view can be incorporated into the calculational procedure as well.

The main problem is to establish the relation between the information given by the CT and the water-equivalent path length for ions, in particular carbon. There is no direct functional dependence between Hounsfield number and equivalent path lengths on the basis of a theoretical prescription. The Hounsfield numbers reflect the attenuation of x-rays, mainly by the photoelectric effect, whereas the ion path length is dominated by the ion energy.
loss processes. The actual chemical composition affects both quantities, but with different functional dependence on the atomic number $Z$ of the contributing atoms. Hence the desired relation cannot be retrieved from the knowledge of the CT number alone. However, a scatter plot of measured path length versus CT number reveals a piecewise linear relation at least for tissue equivalent materials. Due to the possibly different characteristics of the different x-ray tubes the relation between Hounsfield number and relative path length depends also on the type of CT device used. Our CT scanner is a Siemens Somatom Plus 4. Figure 9 shows earlier results from Minohara et al. (1993) and Jacob (1996) who used phantom materials, together with recent measurements on animal tissue as reported by Geiss et al. (1999). There is good agreement for large CT numbers. Deviations up to 20% exist predominantly in the low-density region, corresponding to lung tissue.

The results of the phantom measurements can be represented as straight line segments, according to the results of Minohara et al. (1993)

$$\text{WEPL} = \begin{cases} 1.075 \times 10^{-3} \times \text{CT} + 1.050 & \text{CT} < -49 \\ 4.597 \times 10^{-4} \times \text{CT} + 1.019 & \text{CT} \geq -49 \end{cases}$$

and according to Jacob (1996)

$$\text{WEPL} = \begin{cases} 1.011 \times 10^{-3} \times \text{CT} + 1.052 & \text{CT} < -60.81 \\ 4.190 \times 10^{-4} \times \text{CT} + 1.016 & \text{CT} \geq -60.81 \end{cases}$$

where CT is the Hounsfield number. We have adopted the tissue results from Geiss et al. (1999) as the best approach, shown as the full curve in figure 9. In practice linear interpolation between the breakpoints is used to obtain path length values for any CT number. A similar representation was chosen by Schaffner et al. (1998).

The actual algorithm of inhomogeneity correction proceeds as follows: first the intersections of the ion beam path at the different raster positions with the CT voxels are calculated by solving the set of vector equations

$$x_r + \lambda_r^{(x)} e_{\text{beam}} = X^{(i)}_{\text{CT}}$$
$$x_r + \lambda_r^{(y)} e_{\text{beam}} = Y^{(i)}_{\text{CT}}$$
$$x_r + \lambda_r^{(z)} e_{\text{beam}} = Z^{(i)}_{\text{CT}}$$
with respect to the $\lambda_i$, where the $x_i$ are the raster positions, $e_{\text{beam}}$ is the unit direction vector of the beam and the $X_{\text{CT}}^{(i)}$, $Y_{\text{CT}}^{(i)}$, $Z_{\text{CT}}^{(i)}$ describe the $x$-, $y$- and $z$-planes of the CT grid. After rearranging for increasing values the $\lambda_i$ describe the paths of the ions through the CT cube.

Then the water-equivalent path length for heavy ions is derived voxel by voxel by interpolation in the Hounsfield-range table. and applied as a correction factor for the $\lambda_i$. In this way a look-up table between actual position within the CT voxel space and the position in the water-equivalent system can be established for each raster position. No corrections are applied in lateral directions, however. Another correction which has to be considered here is the material between the beam outlet and the patient, which is not part of the CT plan and hence is added as an extra water-equivalent offset. It is determined experimentally, its value usually being of the order of a few millimetres.

6. Calculation and optimization of physical dose

The algorithms described in this sections were selected under the assumption that only a single field (or beam port) has to be optimized at a time. This restriction is justified for our current irradiation facility where in most cases only two fields from two different directions are applied. Of course each field still comprises many different scanner positions and beam energies. Single-field optimization allows various simplifications. The most important one is that the optimization, i.e. the determination of the particle numbers $N(E_{\text{beam}}, x, y)$, can be performed in the water-equivalent system in beam’s-eye view. This is an advantage because all databases are designed for water as the target material. For the assessment of the quality of the whole treatment plan, the final dose computation of course needs to be performed on the entire CT grid, using the particle numbers $N(E_{\text{beam}}, x, y)$ resulting from the previous optimization step. These two major tasks are described in the following subsections.

6.1. Dose optimization

For the dose optimization it is sufficient in first order to use one-dimensional dose distributions $d(E_{\text{beam}}, z)$ because the lateral beam scattering is negligible compared with the initial beam width as delivered by the beam optics. In this case the dose computation (equation (1)) can be simplified to

$$D(E_{\text{beam}}, x) \text{[Gy]} = (1.6 \times 10^{-8})d(E_{\text{beam}}, z) \left[ \frac{\text{MeV}}{\text{g cm}^{-2}} \right] F(E_{\text{beam}}, x, y)[\text{mm}^{-2}]$$

(9)

with the fluence

$$F(E_{\text{beam}}, x, y) = \frac{N(E_{\text{beam}}, x, y)}{\Delta x \Delta y}$$

(10)

where the $\Delta x$ and $\Delta y$ are the scanner step sizes in $x$ and $y$ respectively. Within the target volume the lateral overlapping of neighbouring beam positions compensates for this crude approximation of a Gaussian profile by a delta function. It has been shown (Haberer et al 1993, Weber 1996) that such an approximation is sufficiently accurate if the lateral scanning steps are chosen as a small fraction of the beam width

$$\Delta x = \Delta y \leq f_F \times \text{FWHM}.$$  

(11)

Empirically, we adopt a value of $f_F = 1/3$. Figure 10 illustrates that we achieve a sufficiently homogeneous dose with this choice. With the scanner positions chosen this way, the dose at each position is a superposition of many elementary beams

$$D(x) = \sum_{E_{\text{beam}}} d(E_{\text{beam}}, x).$$

(12)
Figure 10. Homogeneity of lateral dose profile (full and long-dashed curves) when using different fractions of the beam width as scanner step size (Weber 1996). The Gaussian curve represents the profile of a single beam spot.

Therefore the dose is nearly independent of the shape of the beam profile, which is another advantage of the scanning beam compared with volume shaping with absorbers.

For the GSI radiotherapy system, dose optimization means finding an optimum set of accelerator energies, $E_{\text{beam}}$, to cover the whole depth range and for each energy and scanner position $(x, y)$ the corresponding particle numbers $N(E_{\text{beam}}, x, y)$ to achieve the prescribed dose. Of course the optimization algorithms must take into account the capabilities and restrictions of the irradiation system (accelerator, raster scanner, patient positioning system). The optimum set of data is determined in several steps. The starting point is a CT data cube together with the desired target volume, given as polygons within the different CT slices, and the prescribed dose. Then:

(a) If not yet done, the isocentre (reference point) is determined as the geometrical centre of gravity of all polygon contours defining the target region. The isocentre (in CT coordinates) coincides with the origin of the raster scanner system. The maximum lateral extension of the target region in beam’s-eye view with respect to the isocentre is calculated. The scanner step size $\Delta x = \Delta y$ can be selected manually or is determined automatically from the desired nominal beam focus by (equation (11)). This determines automatically the raster grid in the $x$- and $y$-directions.

(b) The trajectories of the ions at the scanner positions through the CT cube are determined and corrected for tissue inhomogeneities. From this information the extent of the target volume in beam direction and hence the minimum and maximum beam energies are determined. The actual energies are chosen in agreement with the table of energies available from the accelerator.

(c) Once the beam energies are known, the desired nominal beam spot size is matched with the accelerator table. For each selected energy the next largest width is picked up from the table, in order to fulfil the homogeneity condition equation (11). If such a selection is not possible, the whole plan is rejected and a different spot size has to be used.

(d) In order to account for the dose fall-off at the lateral edges of the target volume due to the finite beam width a ‘virtual contour extension’ is performed. That is, within a lateral margin around the target volume in beam’s-eye view additional scanner positions are adopted. The margin is defined as an adjustable fraction of the real beam width, usually
The task of particle fluence optimization with respect to dose represents a least squares minimization with respect to the fluence values $F(E_{\text{beam}}, x, y)$:

$$\chi^2 = \sum w(x)(D_{\text{prescribed}} - D(x))^2$$

$$\frac{\partial \chi^2}{\partial F} = 0.$$  \hfill (13)

with appropriately chosen weight factors $w(x)$ and the dose $D(x)$ as given by equation 9. The prescribed dose $D_{\text{prescribed}}$ is assumed to be constant, but could in principle also depend on the location $x$ within the CT. Because the parameters $F(E_{\text{beam}}, x, y)$ enter linearly into equations (9) and (13) the minimization problem could in principle be solved analytically. However, this is not a good solution in our case, due to the obvious constraint that there should be no negative fluence values. In fact, the threshold is even a small positive number because the intensity monitor of the scanner system requires a minimum number of particles to work correctly.

Furthermore, the algorithm should also work for cases where the optimization function depends nonlinearly on the optimization parameters. This is the case, for example, for the optimization based on the biologically equivalent dose, where the physical dose $D = D_{\text{phys}}$ is replaced by the biological one $D = D_{\text{bio}} = D_{\text{phys}} \times \text{RBE}(dN(E_{\text{beam}}, z, Z, E)/dE)$. These requirements lead to the choice of iterative procedures, which are implemented in two steps:

(a) The single depth dose curves are directly matched slice by slice with the desired dose distribution. Figure 11 illustrates the principle of the algorithm. The procedure starts in the distal part of the target volume with the highest beam energy involved and proceeds to the proximal part. Dose contributions from the previous steps are taken into account. The whole procedure is repeated several times in order to account for the fragment tails beyond the Bragg peak. It already gives a very good approximation to the desired dose distribution. However, the algorithm matches only the peaks of the depth dose curves with the desired dose distribution. Because the overlapping of Bragg peaks is not always
perfect, valleys may occur between the peaks, causing a systematic overall underdosage of a few per cent. This can be corrected by subsequently applied minimization algorithms. (b) Starting with the preliminary $F(E_{\text{beam}}, x, y)$ obtained by the matching algorithm a true $\chi^2$-minimization is performed. Due to the similarity of the problem to the task of function fitting, textbook algorithms like those described by Bevington (1969) and Brandt (1992) can be applied. In our case the fit function parameters correspond to the fluence values and the input data uncertainties to weight factors $w$ which are assumed to correspond to some constant fraction $f_w$ of the prescribed dose:

$$w = (f_w \times D_{\text{prescribed}})^{-2} = \text{const.}$$  \hspace{1cm} (14)

$f_w$ can be varied, but is chosen as 2.5% by default. This corresponds to an allowed uncertainty of 2.5% of the dose, in analogy to the way in which experimental uncertainties are accounted for in conventional function fitting. Additionally, reasonable uncertainties in the resulting fluences could be evaluated, just like the parameter uncertainties after function fitting.

The conjugate gradient as well as an adaption of Marquardt’s algorithm has been implemented to solve equations (13). Marquardt’s algorithm has the advantage that it converges reasonably also in the vicinity of the $\chi^2$ minimum, where the gradient is close to zero. Because the Marquardt algorithm evaluates curvature matrices it automatically offers means to derive an estimate of the fluence uncertainties, a feature which has, however, not been used so far. Conjugate gradients, on the other hand, allow the handling of huge parameter sets because they do not require the allocation, evaluation and inversion of large matrices. This is an advantage in view of the possibly thousands of adjustable fluence values we have to cope with.

Both steps account for the minimum particle limit by resetting the fluence value for a single position to zero if they fall below this limit. In such cases the neighbouring raster positions have to take over in order to fill the gap. Obviously this is possible only for a small number of such ‘omitted’ positions and reasonably low minimum particle limit, otherwise it is impossible to obtain a homogeneous dose distribution.

6.2. Dose calculation on the CT grid

After single-field optimization in the water-equivalent system the dose distribution has to be calculated on the CT grid in order to be assessed. The dose calculation is based on the beam profile equation (1). CT voxel coordinates $x_{CT}$ are transformed into their water-equivalent

![Figure 12. Relation between CT and raster coordinate system, equation (15).](image)
beam’s-eye view system counterparts $x_{H_2O}$. Due to the regular and usually congruent raster coordinate grid the appropriate lower raster positions $(x_k, y_l)$ are rapidly located via binary grid search (figure 12). With the relative weighting factors $\xi_i$ according to the position of $x_{H_2O}$ within the raster grid

$$
\begin{align*}
\xi_1 &= (1 - t) (1 - u) \\
\xi_2 &= t (1 - u) \\
\xi_3 &= (1 - t) u \\
\xi_4 &= tu \\
t &= \frac{x - x_k}{x_{k+1} - x_k} \\
u &= \frac{y - y_l}{y_{l+1} - y_l}
\end{align*}
\tag{15}
$$

Bilinear interpolation is performed with contributions from all four neighbouring raster positions:

$$
D(x) = (1.602189 \times 10^{-8}) \sum_{E_{beam}} \sum_{i=1}^{4} \xi_id(E_{beam}, z_i)N_{acc}(E_{beam}, x_i, y_i)
\tag{16}
$$

where the $d(E_{beam}, z_i)$ is obtained by linear interpolation in the depth dose database. The particle numbers, $N_{acc}(E_{beam}, x_i, y_i)$, of the four neighbouring positions themselves comprise accumulated contributions from all other raster positions $(x_j, y_j)$:

$$
N_{acc}(E_{beam}, x_i, y_i) = \sum_j N(E_{beam}, x_j, y_j) \frac{1}{2\pi\sigma^2} \exp\left(-\frac{1}{2} \frac{r_{ij}^2}{\sigma^2}\right)
\tag{17}
$$

with $r_{ij}^2 = (x_i - x_j)^2 + (y_i - y_j)^2$. Only contributions larger than 1% are taken into account for the accumulation, in order to reduce the number of correlation matrix elements represented by the exponential factor. To save computation time these matrix elements are precalculated once and stored for later use.
6.3. Optimization results

Figure 13 shows the application of the described methods to a patient plan. The scanner step size was 2 mm and $^{12}$C energies were selected so that the distance between the Bragg peaks was $\approx 3$ mm. These selections result in 39 energy slices with a total number of $\approx 10,000$ raster positions. A total of $\approx 7 \times 10^8$ $^{12}$C ions are needed to deliver an absorbed dose of 1 Gy in the target volume ($\approx 120$ cm$^3$). The dose distribution already conforms well to the target volume with a single field (part (b)). Part (a) shows the dose profile on a line through the isocentre. The calculated dose follows closely the prescribed dose in the target region. It should be noted that for the same result without a ripple filter about three times as many energy slices and raster positions would be needed, with the same total number of particles.

7. Summary and conclusion

We have developed the first therapy planning system which is able to generate a strictly tumour conformal irradiation using intensity modulated fields of heavy ions. It fully supports the raster scanning technique and the active energy variation of the GSI beam delivery system. Because it is designed for heavy ions, it includes the RBE in routine planning, which, however, will be addressed in a separate publication. These features make it a unique tool for cancer treatment with heavy ions. The TRiP system alone as well as in combination with Voxelplan has been used since 1995 for the planning of numerous irradiation experiments including inhomogeneous phantoms, cell and animal experiments such as minipig lungs and the central nervous system of rats. In addition, it is used to plan the irradiation of condensed phase detectors such as thermoluminescent detectors (TLDs) (Geiss et al 1998) photographic film emulsions (Bathelt et al 1998) and BANG gels (Ramm et al 2000). The response of these detectors depends on charge and energy of the traversing ions and hence its prediction requires knowledge of the charged particle field, similar to the calculation of the RBE.

So far 48 patients have been treated at GSI since December 1997, using the treatment planning code as described in this paper.

Extensive quality assurance tests have been performed to ensure the validity of the dose calculation algorithm as well as the complete dose application system. A complete review of the results of these measurements will be given in a forthcoming publication.

Future developments will primarily be directed towards further exploitation of the unique characteristics of GSI’s active volume shaping technique, in particular multiport treatments where the fields are optimized simultaneously. This would offer improved means to spare critical structures. The introduction of raster scanner grids with variable spacing or, ultimately, completely irregular grids, would improve dose conformation close to steep lateral density gradients.

Efforts will also be devoted to a meaningful and realistic comparison of treatment plans for different beam modalities, such as protons, intensity modulated photon plans and $^{12}$C plans generated at NIRS using compensators and ridge filters. Only such a comparison can show where the advantages of heavy ions versus other particles are and what benefit can be expected for the patient from the use of active field shaping compared with the various passive field shaping techniques.
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