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ABSTRACT

Strong ionization on close-in extrasolar giant planets (EGPs) suggests that their atmospheres may be affected by ion
drag and resistive heating arising from wind-driven electrodynamics. Recent models of ion drag on these planets,
however, are based on thermal ionization only and do not include the upper atmosphere above the 1 mbar level.
These models are also based on simplified equations of resistive magnetohydrodynamics that are not always valid
in extrasolar planet atmospheres. We show that photoionization dominates over thermal ionization over much of
the dayside atmosphere above the 100 mbar level, creating an upper ionosphere dominated by ionization of H
and He and a lower ionosphere dominated by ionization of metals such as Na, K, and Mg. The resulting dayside
electron densities on close-in exoplanets are higher than those encountered in any planetary ionosphere of the
solar system, and the conductivities are comparable to the chromosphere of the Sun. Based on these results and
assumed magnetic fields, we constrain the conductivity regimes on close-in EGPs and use a generalized Ohm’s
law to study the basic effects of electrodynamics in their atmospheres. We find that ion drag is important above
the 10 mbar level where it can also significantly alter the energy balance through resistive heating. Due to frequent
collisions of the electrons and ions with the neutral atmosphere, however, ion drag is largely negligible in the
lower atmosphere below the 10 mbar level for a reasonable range of planetary magnetic moments. We find that
the atmospheric conductivity decreases by several orders of magnitude in the night side of tidally locked planets,
leading to a potentially interesting large-scale dichotomy in electrodynamics between the day and night sides. A
combined approach that relies on UV observations of the upper atmosphere, phase curve and Doppler measurements
of global dynamics, and visual transit observations to probe the alkali metals can potentially be used to constrain
electrodynamics in the future.

Key words: hydrodynamics – planets and satellites: general – plasmas – ultraviolet: general

Online-only material: color figures

1. INTRODUCTION

The discovery of hundreds of extrasolar planet systems (e.g.,
Udry & Santos 2007; Batalha et al. 2013; Tenenbaum et al.
2014) and the ongoing efforts to characterize the atmospheres on
many of these planets greatly expand the scope of atmospheric
science from the limited sample of planets in the solar system.
New regimes of thermal structure, dynamics, and escape have
all been subject to intense scrutiny, especially on close-in
extrasolar giant planets (EGPs) or hot Jupiters that typically
orbit within 0.1 AU of their host stars, the objects for which we
currently have the best observational constraints. More recently,
ionization of these atmospheres has been studied because of
the recognition that it may strongly affect the temperatures
and dynamics of hot exoplanet atmospheres (e.g., Cho 2008;
Batygin & Stevenson 2010; Perna et al. 2010a, 2010b; Rogers
& Showman 2014). These studies have employed a number of
simplifying assumptions, primarily using the induction equation
for resistive magnetohydrodynamics (MHD), and reached often
contradictory conclusions. There is, as yet, no general agreement
on the importance of ion drag or resistive heating in exoplanet
atmospheres.

Our study here expands on the previous analyses by consid-
ering photoionization as well as thermal ionization of the atmo-
sphere. We find that photoionization dominates on the dayside
and is responsible for the primary effects of ion drag on the neu-
tral atmosphere. We also examine in detail the role of collisions

and anisotropic resistivity, effects usually neglected or treated
approximately in resistive MHD, and show that ion drag strongly
couples different atmospheric regions and may dominate the dy-
namics of the middle and upper atmosphere of close-in EGPs.5

Because our knowledge of exoplanet atmospheric structure and
dynamics is still rudimentary, detailed predictions of electrody-
namics on EGPs are not yet possible. Nevertheless, our results
show that ion drag may dominate the dynamics and tempera-
ture structure in some regions of the atmosphere and therefore
cannot be neglected.

Transit observations have revealed the presence of escaping
ions and neutral atoms in the upper atmospheres of close-
in EGPs such as HD 209458b, HD 189733b, and WASP-12b
(e.g., Vidal-Madjar et al. 2003; Linsky et al. 2010; Lecavelier
des Etangs et al. 2012; Ben-Jaffel & Ballester 2013; Fossati
et al. 2010). As a result, previous studies of photoionization
have mostly concentrated on the thermosphere (p � 10−6 bar)
where its role in ionizing hydrogen and helium, heating the
atmosphere, and powering mass loss is well recognized (e.g.,
Yelle 2004; Garcia Munoz 2007; Koskinen et al. 2013a, 2013b).
The effective temperatures of many close-in EGPs, however,
are high enough for alkali metals such as Na and K to remain
in the atmosphere as atoms instead of condensing or forming
molecules.

5 In this work we define the lower atmosphere to be below the 0.01 bar level
and the middle atmosphere to be between 0.01 bar and 10−6 bar.
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Both Na and K have been detected on different hot Jupiters
(e.g., Sing et al. 2008a, 2011; Lavvas et al. 2014) and the
detection of Na on the well known transiting planet HD209458b
constituted the first detection of an exoplanet atmosphere
(Charbonneau et al. 2002). The ionization potentials of these
metals are relatively low and thus they can be effectively
ionized both thermally and by photoionization throughout the
atmosphere. As we will demonstrate, this leads to higher
electron densities in the middle and lower atmospheres than
in the thermosphere. As a result, the conductivities in close-in
EGP atmospheres are higher than in any planetary ionosphere
of the solar system, and in fact closer to the conductivities in the
outer atmospheres of stars like the Sun.

We use a photochemical model to calculate the thermal ion-
ization and photoionization rates between 100 bar and 10−10 bar,
and identify the basic conductivity regimes in close-in EGP at-
mospheres based on the resulting electron densities and assumed
magnetic field strengths. The photochemical calculations are
based on a prescribed temperature profile and properly include
the shielding of the relevant metals from ionizing radiation by
other atoms and molecules. The details of these simulations
are presented in a companion paper (Lavvas et al. 2014). We
use the results to constrain the composition of the ionosphere
and, together with a generalized Ohm’s law, to study the basic
mechanisms of electrodynamics in hot EGP atmospheres.

We treat HD 209458b (Rp = 1.32 RJup, Mp = 0.69 MJup,
a = 0.047 AU)6 as a prototypical hot Jupiter and use its
properties in all of the calculations below. The general results of
this study, however, are not limited to any specific hot Jupiter.
As usual, we also assume that the rotation rate of HD 209458b
is consistent with tidal locking, given that the synchronization
timescale of its rotation period is much shorter than the age
of the system (Guillot et al. 1996). The magnetic fields of
EGPs are currently unconstrained by observations, neither do
we possess a robust theory for planetary dynamos with definite
predictive capabilities. Given these uncertainties, we assume a
basic untilted dipole field with the Jovian magnetic moment
of μJ = 1.56 × 1027 A m2 in all calculations below, unless
otherwise explicitly indicated.

2. BASIC PROPERTIES OF THE IONOSPHERE

The importance of electrodynamics and ion drag varies
greatly between different regions of the atmosphere. In addition
to the plasma density, it depends on the magnetization of
the plasma that affects the conductivities. Magnetization is
the coupling of the electrons and ions to the magnetic field
in the atmosphere that is quantified by:7

kst = ωs

νst
(1)

where ωs = |qs | B/ms is the gyrofrequency of species s
and νst is its collision frequency with other species t. High
magnetization of ks � 1, where ks = ∑

t kst, implies strong
coupling to the magnetic field whereas low values of ks < 1
indicate that collisions dominate.

2.1. Electron Densities

Electron densities on close-in EGPs are much higher than the
electron densities in the ionospheres of the solar system. To illus-
trate this, Figure 1 shows the dominant ion and electron densities

6 See www.exoplanet.eu for more details.
7 Note that this parameter is also called the Hall parameter (Wardle 2007).

Figure 1. Ionosphere of HD209458b (Lavvas et al. 2014). Black lines show
the dayside ion densities, the red line shows the total dayside electron density,
the green line shows the dayside electron density based on a simplified Saha
equation (Menou 2012), and the purple line shows the estimated night side
electron density (see the text). Note that the densities of the heavy ions decrease
rapidly at the lowest pressures because drag due to the escaping hydrogen
(Koskinen et al. 2013a, 2013b) is not included in the above model.

(A color version of this figure is available in the online journal.)

in the dayside ionosphere of HD209458b based on our model
(Lavvas et al. 2014). We used the same temperature–pressure
(T-P) profiles as Moses et al. (2011) to calculate the recombi-
nation and thermal ionization rates, and included neutral pho-
tochemistry and photoionization in the model. Previous models
of ion drag on close-in EGPs have only considered thermal
ionization of the atmosphere (e.g., Perna et al. 2010a, 2010b;
Batygin & Stevenson 2010). As shown by Figure 1, photoion-
ization of abundant metals such as sodium, potassium and mag-
nesium produce electron densities above the 1 bar level that are
10–100 times higher than the electron densities based on the
Saha equation (Menou 2012). This means that the upper at-
mosphere above the 1–10 mbar level cannot be treated as an
insulator, as suggested by Batygin & Stevenson (2010).

Naturally, photoionization does not take place in the night
side. Some of the electrons are, however, transported from the
dayside to the night side by circulation even on tidally locked
planets. In addition to thermal ionization based on the night side
T-P profile, we estimated the night side electron densities from
a simple balance of advection and recombination between the
dusk terminator and the anti-stellar point along the equator:

uφ

r

∂ne

∂φ
= −n2

eΦeff (2)

→ fdn = ne day

ne night
≈ 1 +

rne dayΦeff

uφ

δφ, (3)

where uφ = 1 km −1 is the zonal wind speed (e.g., Showman
& Guillot 2002)8 and δφ = π/2. The effective recombination
rate that is calculated by using the night side T-P profile is
Φeff = (

∑
i niΦi)/ne, where Φi are the recombination rates of

the dominant ions and (ni/ne) are the dayside ion fractions. The
night side electron densities are also shown in Figure 1.

Most of the dayside electrons above the 0.2 bar level are
released by photoionization. In line with previous results from
Koskinen et al. (2010a), the electron density in the thermosphere

8 Wind speeds of the order of 1 km −1 can be derived from scaling laws based
on the thermal wind equation and plausible estimates of the energy balance.
They have also been predicted by numerous other circulation models.
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(p � 10−6 bar) is lower by about an order of magnitude in the
night side than in the dayside. Above the 10−8 bar level, in the
extended thermosphere, the line of sight optical depth is low
enough to allow the stellar XUV radiation to penetrate to the
night side and significant differences between day and night
side electron densities are not expected. Between 10−6 bar and
0.2 bar, however, the dayside electron densities are orders of
magnitude higher than the night side electron densities. Below
the 0.2 bar level, where thermal ionization dominates, there are
again practically no diurnal differences.

2.2. Generalized Ohm’s Law

Ion drag and resistive heating arise from electric currents
in the atmosphere that are driven by perturbations to the
magnetic field. These perturbations, in turn, arise from variable
electric fields induced by plasma motions. The generalized
Ohm’s law provides a relationship between the currents and
the electric fields that depends on atmospheric conductivities.
With Faraday’s law, the Ohm’s law can also be converted
into an induction equation that describes the evolution of the
magnetic field perturbations. Here we outline the derivation of a
generalized Ohm’s law that is valid for both weakly and strongly
ionized media and thus sufficiently flexible to be valid in most
planetary atmospheres. We use this Ohm’s law in Section 3 to
model electrodynamics. We note that the generalized Ohm’s law
differs from the usual Ohm’s law used in studies of planetary
ionospheres in the solar system that typically assume weak
ionization.

The derivation is based on combining the ion, electron, and
neutral momentum equations:

ρs

dus

dt
+ 2ρs� × us + ∇ps − nsqs(E + us × B) − ρsg

=
∑

t

ρsνst(ut − us), (4)

where � is the angular velocity of planetary rotation, and
eliminating the electron velocity by using the definition of
current density:

j =
∑

i

qiniui − eneue. (5)

The result for partly ionized media composed of a neutral species
with mass mn and a single ion species with mass mi and charge
e is (e.g., Leake et al. 2013):

Ei = E + ui × B = B

enp

[
1

kei
+

1

ken + kin

]
j

+
B

enp

[
1 − Yn

kin − (me/mi)ken

ken + kin

]
j × b, (6)

where np = ne = ni is the plasma density, kst is magnetization
(for species s colliding with t), Ei is the electric field in the rest
frame of the ions, Yn = mnnn/(mnnn +mini) is the mass mixing
ratio of the neutral atmosphere, and b is a unit vector in the
direction of the magnetic field lines.

In this work we ignore the inertia (dus/dt), Coriolis, and
pressure gradient terms in the Ohm’s law. The inertia terms
can be neglected because the typical advection timescale τa ≈
Rp/u ≈ 105 s, where u ≈ 1 km −1 is the characteristic wind
speed on EGPs (e.g., Showman & Guillot 2002), is much longer

than the plasma-neutral collision timescale of 10−14–1 s. By
similar logic, the Coriolis force term is also negligible. The
pressure gradient terms can be neglected if(

mi

mn

)
βp

(
c

Ωi

)
μ0VA

ηP

� 1, (7)

where c is the speed of light, μ0 is the permeability of free space,
ηP is the Pedersen resistivity (see below), βp is the plasma
beta, VA is the plasma Alfvén speed, and Ωi is the ion plasma
frequency. We find that inequality (7) is true everywhere in our
atmosphere for a planetary magnetic moment μp = μJ . When
μp � 0.1μJ , however, inequality (7) does not hold in the upper
atmosphere.

It is convenient to write the Ohm’s law in terms of the electric
field in the center of mass frame Ecm. In this frame the velocity
is given by:

ucm ≈ ui − Ynw − me

mi

Yi

enp

j, (8)

where w = ui − un, which is obtained by combining the ion
and neutral momentum equations:

w =
(

kin

ken + kin

) [
j

enp

+ ken

(
Yn

enp

j × b
)]

. (9)

Thus, the Ohm’s law in the center of mass frame is given by:

Ecm = E + ui × B − Ynw × B − Yi

1

enp

(
me

mi

)
j × B. (10)

The last term is negligible, and the result is

Ecm = η‖j − ηC(j × b) × b + ηH j × b, (11)

where the parallel (η‖), Cowling (ηC) and Hall (ηH ) resistivities
are given by:

η‖ = B

enp

(
1

kei
+

1

ken + kin

)
(12)

ηC = B

enp

(
Y 2

n kenkin

ken + kin

)
(13)

ηH = B

enp

[
ken + kin(1 − 2Yn)

ken + kin

]
. (14)

Taking the curl of Equation (11) and using Faraday’s law
yield the induction equation:

∂B
∂t

= ∇ × [
ucm × B − η‖j + ηC(j × b) × b − ηH j × b

]
.

(15)
Another way to write Equation (11) is:

j = σ · (Ecm + ucm × B) , (16)

where the conductivity tensor is given by:

σ =
⎛
⎝ σP −σH 0

σH σP 0
0 0 σ‖

⎞
⎠ . (17)
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Figure 2. Plasma frequency (Ωe , solid line) and the electron–neutral collision
frequency (νen, dotted line) in the dayside ionosphere of HD209458b.

The conductivities are related to the resistivities by:

σ‖ = 1

η‖
(18)

σP = ηP

η2
P + η2

H

(19)

σH = ηH

η2
P + η2

H

, (20)

where ηP = η‖ + ηC . Contrary to the fully ionized MHD
equations that are used in many astrophysical applications or the
weakly ionized approximations of ionospheric electrodynamics,
Equations (15) and (16) are simultaneously valid for both cases,
thus providing a useful connection between the two regimes.
We note that as Yn → 1, the conductivities in the center of mass
frame are equivalent to the conductivities in the neutral frame
that we will use in Section 3.

2.3. Basic Plasma Parameters

In addition to the conductivities and the Ohm’s law, parame-
ters such as the electron plasma frequency

Ωe =
√

nee2

ε0me

. (21)

provide basic insights to the dynamic regime in the ionospheres
of close-in EGPs. In Figure 2 we compare the dayside plasma
frequency with the electron–neutral collision frequency. We
have calculated the collision frequencies by including the
neutrals H, H2, and He, with rate expressions from Koskinen
et al. (2010a) and Schunk & Nagy (2000). The results indicate
that νen exceeds Ωe below the 0.01 bar level on the dayside and
below the 10−4 bar level in the night side, independently of the
planetary magnetic field strength. In this regime electron plasma
waves are suppressed, the electrons (and ions) equilibrate with
the neutral atmosphere and the medium does not behave as a
plasma (e.g., Baumjohann & Treumann 1997).

The Lundquist number measures the degree to which the
background (planetary) magnetic field is perturbed by plasma
motion, and it is given by (Leake et al. 2013):

S = μ0V
2
An

ηP νni

, (22)

Figure 3. Lundquist number S in the dayside atmosphere of HD209458b.

where VAn = B/
√

μ0ρ is the Alfvén speed determined by using
the total mass density ρ = ρp + ρn. The Lundquist number is
derived from the ratio of the advection term to the diffusion term
in the basic induction equation:

∂(δB)

∂t
= ∇ ×

(
u × B − η

μ0
∇ × δB

)
, (23)

where δB is the perturbation to the background (planetary)
magnetic field B. Contrary to the standard form of the magnetic
Reynolds number Rm (e.g., Baumjohann & Treumann 1997),
the Lundquist number accounts for collisions with the neutral
atmosphere and the stability of the planetary magnetic field that
is generated in the interior of the planet.

Figure 3 shows S as a function of pressure in the dayside
atmosphere of HD209458b. The results indicate that S reaches
unity near the 10−6–10−5 bar level whereas in the lower at-
mosphere the values of S are very low. This is not a coinci-
dence. The Lundquist number is S ≈ kenkin below the 10−3 bar
level where the electron and ion magnetizations are both less
than unity. This suggests that significant perturbations to the
planetary magnetic field are unlikely in the deep atmosphere,
mostly because collisions with the neutral atmosphere suppress
plasma behavior. We note that this result is in contrast to the
recent work by Rogers & Showman (2014). In the upper and
middle atmosphere, however, plasma dynamics can alter the
planetary magnetic field and a solution to the full induction equa-
tion may be required to characterize the time evolution of the
magnetic field.

2.4. Conductivity and Magnetization

The conductivities depend on the collision frequencies that
also determine the degree of magnetization within the plasma.
Since the Ohm’s law (16) is given for a three fluid system
and our ionosphere consists of several ions, we calculated the
conductivities based on a mean ion species with the mass and
collision frequencies given by:

〈mi〉 = 1

np

∑
i

mini, 〈νin〉 =
∑

i miniνin∑
i mini

. (24)

We have found that the difference between this approach and
fully accounting for several ion species in the Ohm’s law
is small.

Figure 4 shows the magnetization regimes and conductivities
in the dayside atmosphere of HD209458b. The atmosphere can
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Figure 4. Conductivities in the center of mass reference frame and magnetiza-
tion regions in the dayside ionosphere of HD209458b. The red and purple lines
show the Pedersen conductivities in the solar chromosphere and the ionosphere
of the Earth, respectively. The conductivities for the Earth and the Sun were
taken from Leake et al. (2013) for illustration.

(A color version of this figure is available in the online journal.)

be divided into four different regions based on the magnetiza-
tions kei, ken, and kin of the electrons and ions. At the highest
altitudes in the M4 region νei > νen and the plasma behaves as if
it were fully ionized. As a general rule this is the case when the
electron volume mixing ratio is xe � 10−3, independent of the
magnetic field strength. In our model of HD209458b the tran-
sition to the fully ionized regime occurs above the 4 × 10−8 bar
level in the dayside and above the 5 × 10−9 bar level in the night
side. The M4 region is not the focus of this work and hereafter
we mostly concentrate on the M1, M2, and M3 regions.

2.4.1. The M1 Region

In the lower atmosphere, below the 1 mbar level, electrons
and ions are not coupled to the magnetic field lines and both
ken and kin � 1. Thus, the Hall and Cowling resistivities are
both small and the parallel resistivity is dominated by the 1/ken
term. Under these circumstances conductivity is isotropic, and
the induction Equation (15) reduces to:

∂B
∂t

= ∇ × (un × B − ηenj) , (25)

where un is the neutral flow velocity and the isotropic
resistivity is:

ηen = meνen

e2np

= B

enp

(
1

ken

)
. (26)

This result is also illustrated by Figure 4 where the Pedersen
conductivity is equal to the parallel conductivity in the M1 re-
gion and the Hall conductivity rapidly decreases with increasing
pressure.

We do not expect large-scale currents and ion drag to be
important in the M1 region. Since both the electrons and ions
are coupled to the neutral atmosphere, there is no physical
mechanism to enable charge separation that is required to
support currents (Section 2.4.2). In order to see this, we summed
the electron and ion momentum equations to obtain:

np [miνin(ui − un) + meνen(ue − un)] ≈ j × B

→ (up − un) ≈ j × B
npmiνin

, (27)

where up ≈ ui is the plasma velocity. If j ≈ σP unB in the M1
region, we have to an order of magnitude

|up − un|
un

≈ σP B2

npmiνin
= kenkin ≈ S, (28)

which is much less than unity, implying that up → un and thus
that j → 0. In the M1 region, this relationship also explains the
small values of S that we discussed in Section 2.3. In general,
it confirms our physical intuition that ion drag is not significant
in the deep atmosphere—a result that arises partly from the
proportionality of the isotropic conductivity (1/ηen) to electron
magnetization ken (see also Section 3).

2.4.2. The M2 and M3 Regions

In the M2 region the electrons are coupled to the magnetic
field (ken > 1) while ions are coupled to the neutral atmosphere
by collisions (kin < 1). The partial decoupling of first the
electrons in the M2 region and then both the electrons and
ions in the M3 region provides a natural mechanism of charge
separation that is based on the interaction of the electron and ion
gyromotion and collisions with the neutral wind. In the absence
of collisions electrons and ions rotate around the magnetic
field lines with gyroradii that depend on their initial velocities.
Collisions with the neutral wind cause the ions and electrons
to drift in opposite directions, due to their opposite sense of
rotation around the magnetic field lines, and generate a current.
In the M1 region, however, collisions are so frequent that the
gyromotion and the generation of significant currents are largely
suppressed. Under these circumstances both the ions and the
electrons simply follow the neutral wind.

In terms of magnetization, the M2 region is similar to the
E layer in the Earth’s ionosphere. On HD209458b, however,
the peak Pedersen conductivity is more than 5 orders of mag-
nitude higher than the corresponding conductivity anywhere in
the Earth’s ionosphere, and actually comparable to the corre-
sponding M2 region conductivity in the solar chromosphere.
The conductivity tensor in the M2 region is anisotropic and
the Hall conductivity is higher than the Pedersen conductivity
(Figure 4). The parallel conductivity is generally higher than
the perpendicular conductivities. As we show in Section 3, the
anisotropy of the conductivity tensor and high parallel con-
ductivity enhance ion drag and resistive heating in the upper
atmosphere.

Again in terms of magnetization, the M3 layer is equivalent
to the F layer in the Earth’s ionosphere, but the conductivities
on HD209458b are still much higher than the conductivities
in any planetary ionosphere. Both the electrons and ions are
strongly coupled to the magnetic field (ken > kin > 1), and
the conductivity tensor remains anisotropic. Typically the Hall
conductivity is smaller than the Pedersen conductivity and the
ratio (σ‖/σP ) is again much larger than unity. As ions begin to
separate from the neutral flow and drift in the opposite direction
to the electrons, the M3 region, similar to the M2 region, can
also support strong currents.

Finally, we briefly comment on the approximations of the
Ohm’s law (11) that are valid in the M2 and M3 regions. We
find that kin � ken throughout the atmosphere. Below the fully
ionized regime it is also true that ken < kei and Yn ≈ 1. Thus,
to a fairly good approximation the parallel, Cowling and Hall
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Figure 5. Difference between the Pedersen conductivity in the dayside (solid
line) and night side (dotted line). The dashed line shows the dayside conductivity
for μp = 10 μJ .

resistivity reduce to:

η‖ = B

enp

1

ken
, ηC = B

enp

kenkin

ken + kin
≈ B

enp

kin,

ηH = B

enp

ken − kin

ken + kin
≈ B

enp

, (29)

which are roughly valid below the 10−7 bar level on HD209458b.
These simplifications are typical in models of solar system
ionospheres (e.g., Schunk & Nagy 2000) and they imply that the
generalized Ohm’s law in the center of mass frame reduces to
the Ohm’s law in the neutral frame for much of the atmosphere.

2.5. Night Side Conditions

It is important to note that magnetization does not depend on
the electron density or conductivities—it only depends on the
strength of the magnetic field and pressure (see Equation (1)).
For this reason, the boundaries of the M1, M2, and M3 regions
are roughly the same in the night side as they are on the
dayside. The conductivities, however, are significantly different.
For example, Figure 5 compares the Pedersen conductivities
between the day and night sides. Due to the differences in the
electron densities, the conductivities below the 10−6 bar level
are orders of magnitude lower in the night side. As a result, ion
drag directly modifies dynamics below the 10−6 bar level only
on the dayside (see Section 3.3), although the effects of strong
ion drag will be felt indirectly in the night side.

2.6. Different Magnetic Field Strengths

The boundaries of the M1, M2, and M3 regions obviously
depend on the planetary magnetic field strength. In order to
illustrate this, we calculated magnetization for different dipole
moments ranging from 0.01 μJ to 10 μJ (equatorial surface
fields B0 from 1.8 × 10−6 T to 1.8 × 10−3 T). Figure 6 shows
the lower boundaries of the M2 and M3 regions as a function of
dipole moment. It implies that for a reasonable range of dipole
moments the M2 and M3 regions are always located above the
0.01 bar level. Given that scaling relations such as Equation (28)
are valid regardless of the electron density, this is the pressure
range where ion drag is potentially significant. For very low
magnetic moments of μp � 0.01 μJ (e.g., Grießmeier et al.
2004), on the other hand, the M2 region is located entirely in
the thermosphere and the M3 region merges into the M4 region
(i.e., the “fully ionized” regime).

Figure 6. Lower boundary pressures of the M2 (solid) and M3 (dotted) regions
as a function of the planetary magnetic dipole moment (where μJ is the Jovian
dipole moment). The step between 0.01 and 0.1 μJ in the M3 region boundary
arises from the changing ion composition from metals to protons.

Higher magnetic fields expose more of the atmosphere to
ion drag, but the general effect of the surface field strength on
the conductivities deserves further scrutiny. Clearly, σ‖ does
not depend on B0. Pedersen conductivity, on the other hand, is
always equal to σ‖ in the M1 region and less than σ‖ in the M2
region. Thus, σP decreases with increasing B0 in the M2 and M3
regions (Figure 5). Similarly, the Hall conductivity σH decreases
with increasing B0 in the M2 and M3 regions while it increases
with B0 in the M1 region. The overall effect of increasing B0
is thus to enhance the degree of anisotropy in the conductivity
tensor. We note, though, that increasing B0 leads to stronger
ion drag despite the reduced conductivities (and perpendicular
currents) because ion drag also depends directly on B0, and this
compensates for the reduced conductivities (Section 3.3).

3. CURRENTS AND ION DRAG

In this section we use a steady state Ohm’s law to confirm
that currents and ion drag can significantly affect the dynamics
and energy balance in the M2 and M3 regions. Our main focus
is on the anisotropic conductivity that has not been considered
in previous studies of exoplanet atmospheres. Under the general
assumption that ∇ · j = 0, Equation (16) can be written as:

∇ · (σ · E) = −∇ · [σ · (un × B)]. (30)

This equation can be solved self-consistently during each time
step within a GCM to obtain a realistic description of ion drag.
To the best of our knowledge, GCMs that include ion drag
in this manner have not been developed for any other planet
than the Earth (e.g., Richmond & Thayer 2000). The coupling
of electrodynamics to realistic circulation models is indeed
a complex undertaking that we do not pursue here. Instead
we concentrate on a few simple examples to demonstrate the
qualitative effect of electrodynamics on planetary atmospheres.
In all cases below we work in the reference frame of the neutral
atmosphere.

3.1. Mid-latitude Jet

Mid-latitude zonal jets arise naturally on rotating planets from
geostrophic balance. The best known example is the jet stream
on the Earth (e.g., Salby 1996). We consider a highly idealized
eastward jet in the northern hemisphere with a peak zonal wind
speed of uy0 = 1 km −1 that is constant in longitude and follows
a Gaussian profile in latitude and a pressure profile shown in
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Figure 7. Simplified mid-latitude zonal jet profile as a function of latitude
(left panel) and pressure (right panel) that we use for electrodynamics demon-
strations.

Figure 7. Although this wind profile is not predicted by any
exoplanet circulation model, the pressure dependency of the jet
is motivated by such models and the wind speed is designed
to reach maximum at 0.01 bar, reduce to zero at 10 bar (e.g.,
Showman et al. 2009) and decrease to about 500 m −1 near the
10−6 bar level (Koskinen et al. 2010a). We note that these prop-
erties are typical of an equatorial jet on EGPs, but here we adapt
them to a mid-latitude jet for illustration purposes. We consider
an equatorial jet with the same pressure and latitude dependency
in Section 3.2.

At mid-latitudes the magnetic dipole field lines are almost
vertical and the magnetic field coordinates can roughly be
reduced to Cartesian coordinates.9 The components of the
current density are:

jx = σP (Ex + uyB) − σH (Ey − uxB)

jy = σH (Ex + uyB) + σP (Ey − uxB)

jz = σ‖Ez, (31)

where x is the meridional dimension and y is the zonal di-
mension (Figure 8). We assume that the meridional wind (ux)
is negligible, the zonal wind (uy) is constant in longitude,
and the conductivities only change with altitude. In solving
Equation (31) we also assume that the magnetic field strength
B0 = 1.8 × 10−4 T (1.8 G) is constant with latitude and altitude.
Thus ∇ · j = 0 yields:

σP

∂

∂x
(Ex + uyB0) + σP

∂Ey

∂y

− σH

(
∂Ey

∂x
− ∂Ex

∂y

)
+

∂

∂z
(σ‖Ez) = 0. (32)

Despite the fact that S → 1 in the upper atmosphere, we use the
static approximation with ∇ × E = 0 and write:

∂2Φ
∂x2

+
1

σP

∂

∂z

(
σ‖

∂Φ
∂z

)
= ∂

∂x
(uyB0) = S(x, z), (33)

where Φ is the electrostatic potential, E = −∇Φ and S(x, z)
is the source term. We note that the symmetry of this example
means that Φ is constant with longitude and thus Ey = 0.

9 In this system the z axis lies in the direction of the magnetic field, which
defines the directions of the x and y axes.
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Figure 8. Illustration of the meridional currents and electric fields associated
with an eastward mid-latitude jet in the northern hemisphere (Section 3.1). In
this example we consider an upward magnetic field line (with the x axis pointing
south). When σ‖/σP � 1, the electric field Ex is constant along the magnetic
field line. When Bz = B0 is constant, u1B0 > |Ex | > u2B0 and the current
densities based on u1 and u2 are positive and negative, respectively. Thus ion
drag accelerates u2 and decelerates u1 until the wind speeds are equal. Note that
the subscripts 1 and 2 here indicate different wind speeds and not the M1 and
M2 regions.

Figure 9. Polarization electric fields based on three different cases of the mid-
latitude jet and conductivity profiles (see Section 3.1). The different solutions
are based on constant conductivity and constant uy with altitude (dotted line),
full wind profile (Figure 7) and variable conductivity with σ‖ = σP (dashed
line), and full wind profile and anisotropic conductivity (solid line). The field
Ex = −uyBz based on the full wind profile is also shown (dash-dotted line).

We solve Equation (33) numerically for Φ at pressures rang-
ing from 10 bar to 10−10 bar with zero current boundary con-
ditions. Such boundary conditions are not appropriate in all
circumstances. The aim of this section, however, is to pro-
vide useful qualitative insight to atmospheric electrodynam-
ics and these boundary conditions are sufficient for this
purpose. As a result, Figure 9 shows the polarization electric
field Ex = −∂Φ/∂x at λ = 45◦ for three cases that high-
light different aspects of electrodynamics. In the first case we
have assumed that the zonal jet is constant in pressure, and
set σ‖ = σP = 1 S m−1 everywhere (dotted line). This case
shows that currents vanish and there is no ion drag when both
the wind speed uy and Bz are constant with z because under
these circumstances Equation (33) yields Ex = −uyB0 every-
where. This leads to the important conclusion that (−un × B)
must change along the magnetic field lines for there to be any
appreciable ion drag.

The second case demonstrates the general result that ion drag
attempts to eliminate any variation of (−uyBz) with altitude (i.e.,
along the magnetic field lines). In this case we used the full wind
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Figure 10. Current loop established by the mid-latitude jet. Note that the arrows
in the left panel depict unit vectors and the magnitude of the current changes
significantly with location (e.g., Figure 11).

profile (Figure 7) and the dayside conductivities (Figure 4). The
resulting polarization field Ex, which is nearly constant with
altitude, is shown by the solid line in Figure 9. In this case
(−uyB0) changes with altitude and thus the potential Φ must
also change with altitude. Due to the diffusive effect of the left
hand side in Equation (33) the polarization field Ex = −uyB0.
As a result, the meridional current at λ = 45◦ is positive between
8 × 10−6 bar and 0.04 bar and negative at other pressure levels.
Thus, ion drag decelerates the zonal wind around the peak
altitude of the wind profile and accelerates it at other altitudes.
If Bz is constant in altitude, uy will tend to a constant value
with altitude at each latitude. If Bz is not constant, the vertical
wind profiles tend to the structure of the magnetic field based
on Equation (33).

We note that although Ey = 0, there is a zonal current
that arises from the Hall effect with jy = σH (Ex + uyB0)
(Equation (31)), which is constant with longitude. Given that
σH > σP in the M2 region, this current is often comparable
to or stronger than the meridional current. The Hall current
flows perpendicular to both the magnetic field and the electric
field and thus it does not contribute to resistive heating of the
atmosphere (Section 3.4). It does, however, lead to ion drag
on the meridional winds. Since we consider the meridional
wind negligible and generally do not concern ourselves with
the meridional momentum balance in this example, we do not
discuss the Hall currents any further here.

The third example (dashed line in Figure 9) demonstrates the
error of ignoring the anisotropy of the conductivity tensor. This
case is otherwise identical to the second example above but we
set σP = σ‖. The resulting electric field is up to 10 times lower
in the thermosphere and 2 to 3 times lower throughout the at-
mosphere. Interestingly the effect of anisotropic conductivity is
not limited to the M2 and M3 regions because the lower atmo-
sphere has to adapt to the electric fields in the upper atmosphere
in regions where the magnetic field lines traverse through the
whole atmosphere. This effect is potentially large and it cannot
be ignored, even when it complicates the electrodynamics sig-
nificantly. For the remainder of this section we concentrate on
the second example above.

As we stated above, ion drag attempts to make uy constant
with altitude at each latitude within the jet. The current loop re-
sponsible for this is shown by Figure 10 while the corresponding
current density at λ = 45◦ is shown by Figure 11. With upward
vertical field lines in the northern hemisphere, the current flows
anti-clockwise in the upper atmosphere and clockwise in the

Figure 11. Meridional current density |jx | at λ = 45◦ based on the mid-latitude
jet. The direction of the current is shown in Figure 10.

Figure 12. Ion drag length ld at λ = 45◦ based on the current associated with
the mid-latitude jet (solid line) and the assumption that jx = σP unB (dotted
line). Note that the sharp peaks of the solid line are regions where the current
changes sign.

lower atmosphere. The current density at λ = 45◦ varies from
about 0.1 mA m−2 to a maximum of 30 mA m−2. In terms of lat-
itude, the current is strongest near the peak of the wind profile
and decreases away from the peak (not shown). Thus, decel-
eration around the 0.01 bar level and acceleration in the upper
and lower atmospheres is strongest at λ = 45◦. As a result,
we expect a flattened version of the original zonal jet from the
0.01 bar level to appear over a wide range of altitudes if ion drag
is sufficiently strong to affect the momentum balance.

As we argued before, ion drag can dominate the dynamics on
close-in EGPs in the M2 and M3 regions. To see this we used
the ratio of the ion drag term j × B/ρ in the neutral momentum
equation to the pressure gradient to define an ion drag length:

ld = ρc2
s

jxB
, (34)

where c2
s = kT /m. This is the shortest length scale at which

acceleration by ion drag overtakes acceleration by the pressure
gradients or advection. The definition can be generalized by
assuming that jx ≈ σP unB (e.g., Menou 2012), in which case:

ld = 1

μ0unσP

(
cs

VAn

)2

. (35)

Figure 12 shows ld based on Equations (34) and (35). As
expected, it indicates that ld � Rp above the 10−3 bar level.
In this region the neutral momentum balance is dominated by
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Figure 13. Solid line shows the dipole field line (r/Rp = L cos2 λ) with the L
(= req/Rp) value corresponding to the 10−7 bar level. North is in the direction
of the magnetic field vector b at the equator where the magnetic x axis points
radially outward. At higher latitudes the magnetic x axis has both radial and
meridional components. The boundaries of the magnetization regions, which
are assumed to be spherically symmetric, are shown by the dashed lines. The
magnetic y axis points (eastward) into the page.

pressure gradients (that arise from variations in stellar heating)
and ion drag. The altitude peak of the jet, however, is at the
0.01 bar level where ld ≈ 150 Rp, suggesting that ion drag
forces are less than 10−2 of the pressure gradient forces. This
means that circulation driven by stellar irradiation in the lower
atmosphere can strongly interfere with circulation in the upper
atmosphere while being little affected itself. The generalized
version of ld tends to overestimate the importance of ion drag,
although there can also be regions where it underestimates ion
drag. Nevertheless, in this case the agreement between the two
ld is quite good. We note that Figure 12 also confirms the
conclusion in Section 2.4.1 that ion drag is not important in
the M1 region where ld � Rp.

Finally, we discuss an important simplification that arises
from the near-constancy of Ex along the magnetic field lines
when σ‖ � σP . Under such conditions Equation (32) can
be integrated along the field lines and solved directly for the
polarization field (e.g., Richmond 1995):

Ex = −
∫
z
σP uyB dz∫
z
σP dz

. (36)

This formula yields an electric field of Ex = −130 mV m−1 at
λ = 45◦, which is the same as the actual electric field in Figure 9.
This justifies our use of Equation (36) below in Section 3.2
where we consider the currents associated with an equatorial
zonal jet.

3.2. Equatorial Jet

In this section we consider an equatorial zonal jet, which is
a more realistic example on close-in EGPs and can be used
to highlight the effects of a more complicated magnetic field
geometry (Figure 13). We assume the same pressure and latitude
dependency as before (Figure 7), but with the peak at the equator.
We reduce the problem to two dimensions and assume again
that uy is constant with longitude while ignoring vertical and
meridional winds. We write Equation (32) in a right-handed
coordinate system defined by the direction of the magnetic field
lines (b) as:

∂

∂x
(σP Ex + σP uyB) = − ∂

∂b
(σ‖Eb), (37)

Figure 14. Net electric field perpendicular to the magnetic field lines in the
neutral frame (left panel) and current density (right panel) at the equator (see
the text). Three examples are shown: equatorial zonal jet where the wind varies
with latitude and pressure (solid line), an equatorial jet that is constant with
altitude (dashed line) and constant zonal wind everywhere (dotted line).

Figure 15. Ion drag lengths ld based on the three equatorial current density
profiles in Figure 14.

where the x direction is always perpendicular to the local
magnetic field line and y is the zonal direction. The path length
element db along the magnetic dipole field lines is:

db = req cos(λ)
√

1 + 3 sin2(λ) dλ, (38)

where req is the radial distance to the field line at the equator and
λ is latitude. It is important to note that, in contrast to Section 3.1,
we assume a south to north orientation for the magnetic field in
this example.

If the field-aligned currents vanish at the footpoints of the
magnetic field lines, we can use Equation (37) to obtain the
same simplification for Ex as in Equation (36), with dz replaced
by db. The boundary conditions in this case are somewhat more
defensible than the zero current boundary conditions in the mid-
latitude case. The use of Equation (36), however, leads to some
limitations on our results. Section 3.1 indicates that this equation
is roughly valid along magnetic field lines that pass to the region
where σ‖ > σP . At mid-latitudes this is the case for all field lines
but at the equator only the field lines with L values (L = req/Rp)
in the M2 or M3 regions qualify (e.g., Figure 13). Thus we only
show results above the 10−3 bar level in this section.

Figure 14 shows the net electric field perpendicular to b
in the neutral rest frame (Enx = Ex + uyB) at the equator
with the associated current density jx for three different cases
that again highlight different aspects of electrodynamics. The
corresponding values of ld are shown in Figure 15. All of these
examples are based on the dayside conductivity profiles from
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Figure 16. Unit vectors showing the direction of the perpendicular current based
on the second example in Section 3.2 (see the text). The resulting clockwise
current loop is closed by field-aligned currents (not shown).

Figure 4. In the first case the zonal wind uy = 1 km −1 is
constant everywhere (dotted line). In the second case the zonal
wind speed varies with latitude but remains constant in pressure
(dashed line). Finally, in the third case we use the full wind
profile (Figure 7 with the peak at the equator) that varies with
both latitude and pressure (solid line). Similar to Section 3.1,
all of these cases produce zonal Hall currents in the M2 region.
The Hall currents lead to ion drag on the meridional and vertical
winds that we ignore in this section.

The first case demonstrates that spatial variations in the dipole
magnetic field alone can drive significant ion drag in the upper
atmosphere. For constant uy, the polarization field Ex along the
magnetic field lines is given by:

Ex(L) = −uy

∫
b
σP Bdb∫
b
σP db

= −uyBL, (39)

where BL is the conductivity-weighted mean magnetic field
strength along the field line with L = req/Rp. The dipole
magnetic field strength along the field lines with a given L
value is:

B(λ,L) = Beq(Rp)
√

1 + 3 sin2 λ

L3 cos6 λ
. (40)

We note that BL is heavily weighted toward values around the
peak of σP near p = 2 × 10−4 bar (Figure 4). For example, field
lines with L = 1.124 (peq = 10−6 bar) reach the conductivity
peak10 at λ = 14.◦5. At this point B(λ,L) = 1.7 × 10−4 T
and thus Ex(L) = −uyBL ≈ −170 mV m−1. The equatorial
field strength is Beq(L) = 1.3 × 10−4 T and thus the net
equatorial electric field at the 10−6 bar level is Enx = uy(Beq −
BL) ≈ −40 mV m−1, which agrees reasonably well with the
value of Enx = −30 mV m−1 in Figure 14.

In this case Enx is negative and thus a downward current
flows at the equator with peak jx = 1–2 mA m−2 near the lower
boundaries of the M2 and M3 regions.11 The current is strong
enough to dominate the neutral momentum balance (Figure 15),
and ion drag accelerates the zonal wind in the upper atmosphere
until uyBeq ≈ uyBb or until a balance with the local pressure

10 We assume that the conductivities do not vary with latitude.
11 Note that the direction of the current depends on the orientation of the
magnetic field. The orientation of the field, however, does not affect the
direction of the ion drag in our example.

Figure 17. Perpendicular current density jx as a function of latitude at
p = 2 × 10−6 bar.

gradients is achieved. The magnitude of the current density
jx is roughly constant with latitude within 20◦ of the equator
but beyond 20◦ it slightly decreases with latitude (not shown).
This means that acceleration is most effective at low latitudes,
possibly leading to the creation of an equatorial jet in the upper
atmosphere instead of constant uy.

The second case demonstrates that ion drag does not in
general act as a diffusive (drag) force. To show this, we assumed
that the zonal wind only varies with latitude but remains constant
in pressure. As a result, Enx is positive at the equator and
drives an upward current with a peak jx = 3–4 mA m−2. The
polarization field Ex along each magnetic field line depends on
the conductivity-weighted mean [uyB]L. Considering again the
magnetic field line with L = 1.124, the wind speed at λ = 14.◦5
is uy = 360 −1 and [uyB]L ≈ 61 mV m−1. Thus, the estimated
Enx(peq = 10−6 bar) ≈ 69 mV m−1, which is not too different
from the actual value of 52 mV m−1 (Figure 14). The positive
Enx and upward current arise because the zonal wind speed
decreases with latitude and the equatorial magnetic field lines
in the upper atmosphere connect to higher latitudes near the
boundary of the M1 region (Figure 13).

The upward equatorial current decelerates the zonal wind and
introduces a vertical gradient into the wind profile. Figures 16
and 17 illustrate the latitude dependency of the current by
showing the direction and magnitude, respectively, of jx around
the equator. The initial zonal wind profile drives current loops
on both sides of the equator. The current density decreases
with latitude and thus ion drag flattens the zonal jet in the
upper atmosphere. The return current near the 10−3 bar level
is supported by a negative Enx (Figure 16) that accelerates the
zonal wind in the stratosphere. Thus, ion drag does act like a
diffusive drag force at each pressure level within the zonal jet.
This diffusion, however, is limited by the structure of the dipole
field and in the vertical direction ion drag introduces gradients
into the flow instead of smoothing them.

The third case shows that the pressure profiles predicted by
existing close-in exoplanet GCMs for equatorial zonal jets are
not necessarily realistic, given the strong influence of ion drag.
The pressure profile of the mean zonal wind shown by Figure 7
that is motivated by these models leads to the lowest net electric
field and current density in the upper atmosphere out of our
examples (Figure 14). The resulting current loops are similar
in morphology to the second example above, but the current
density is lower. Even in this case, however, ld is much less than
Rp in the upper atmosphere and this demonstrates the remarkable
sensitivity of the M2 and M3 regions to ion drag.
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Figure 18. Perpendicular electric field Enx (left panel) and current density jx
(right panel) at the equator based on night side (solid lines) and dayside (dotted
lines) conductivities, arising from the equatorial zonal jet that is constant in
pressure (Section 3.2). Note that the night side current density ranges from
about 10−4 to 0.04 mA m−2.

3.3. Night Side Conditions and Different
Magnetic Field Strengths

As we noted before, night side ion drag is not significant
below the 10−6 bar level (Section 2.5). In order to explore this
further, we used the night side Pedersen conductivities (Figure 5)
to calculate Enx and jx based on the equatorial jet that varies
with latitude but is constant with pressure (Section 3.2). We
find that the night side Enx is not significantly different from the
dayside, and in fact higher below the 10−6 bar level (Figure 18).
Because of the lower conductivities, however, the equatorial jx
is substantially lower and as a result ld < Rp only above the
3 × 10−6 bar level. This agrees with the results in Section 2.5.
The strong influence of ion drag on the dayside, however, can
still modify night side circulation in the middle atmosphere.

Also, in all of the examples (Sections 3.1 and 3.2) we assumed
that conductivity is constant with latitude and longitude. While
this may be defensible for estimating the Pedersen currents on
the dayside, the drop in conductivities in the night side leads
to peculiar consequences for the zonal Hall current. Under the
artificial symmetry that we assumed earlier the Hall current is
constant with longitude and thus Ey = 0. In the night side,
however, the conductivity and thus the Hall current decreases
significantly below the 10−6 bar level and this should lead to a
non-zero Ey that may point from dusk to dawn on the dayside.
Our approach here cannot be used to investigate this or other
similar aspects of the complex dynamics between the day and
night side that can only be studied properly by circulation
models with self-consistent electrodynamics.

In general, the consequences of the reduced conductivity in
the night side are somewhat similar to reducing the magnetic
field strength. This is because ld and magnetization depend on
the conductivities, which are reduced either by lowering the
electron density or the magnetic field strength. For example, a
dipole moment of μp = 0.04 μJ is consistent with the lower
boundary of the M2 region near the 3 × 10−6 bar in the dayside,
in which case ld < Rp only above the 10−6 bar level. We note,
however, that the actual boundary of the M2 region in the night
side does not depend on the electron density and is relatively
insensitive to the changes in the T-P profile. We can further
conclude from this that while there is always potential for strong
ion drag in the M2 region, this potential can only be realized if
the electron density is sufficiently high.

Figure 19. Same as Figure 18, but with μp = 10 μJ instead of 1 μJ .

A higher magnetic field strength, on the other hand, enhances
ion drag in the lower atmosphere, but in a way that is not
necessarily straightforward. As we stated before, σP decreases
in the upper atmosphere with increasing magnetic moment μp

as the M2 region moves to higher pressures (Section 2.6). For
example, if we increase the dipole moment from μJ to 10 μJ ,
the magnitude of the equatorial Enx increases substantially while
the magnitude of the current density jx does not (Figure 19). Ion
drag, however, also increases with the magnetic field strength
through j × B and as a result the region where ld < Rp shifts
down to 3 × 10−3 bar on the dayside and 10−5 bar in the night
side, despite the fact that jx does not increase substantially.

3.4. Frictional (Resistive) Heating

Heating of the neutral atmosphere by electric currents is often
mislabeled as “Joule heating” or “Ohmic dissipation.” In reality,
of course, neutrals do not carry charge and there is no reason for
them to be directly affected by electric fields or currents. Instead
the neutral atmosphere is heated by mechanical friction that is
caused by collisions with the electrons and ions (Vasyliūnas &
Song 2005). By coincidence, the combined heating rate of the
plasma and the neutral atmosphere reduces to an expression that
has the appearance of conventional Joule heating

QJ = j · (E + un × B) (41)

under the same simplifying assumptions that lead to the ion drag
term j × B in the momentum equation. Actual Joule heating
or Ohmic dissipation, however, only appears in the combined
energy equation of the electrons and ions, and it is typically less
significant than frictional heating by collisions.

Estimating the frictional heating rate in actual atmospheres
is complicated because the partitioning of ion drag into kinetic
and thermal energies cannot be properly determined without
self-consistent models of the momentum and energy balance.
In particular, ion drag strongly modifies the dynamics in the
upper atmosphere, and the steady state circulation is not known a
priori. In the end the frictional heating rate depends on the degree
to which the atmosphere is prevented from reaching equilibrium
with respect to ion drag by other forces. More sophisticated
models are required to properly address this question in future
studies. Here we concentrate on order of magnitude estimates of
QJ based on the mid-latitude and equatorial jets in Sections 3.1
and 3.2, respectively, with the caveat that these estimates
may turn out to be substantially different from the actual
heating rates.

We used the mid-latitude jet to calculate the magnitude of
frictional heating, and to explore the relative contribution of the
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Figure 20. Contributions to the frictional heating rate QJ from perpendicular
(solid line, jx (Ex + uyBz)) and field-aligned (dotted line, jzEz) currents at
λ = 45◦ based on the mid-latitude jet (Figure 7).

Figure 21. Frictional heating rate QJ based on the mid-latitude jet in Section 3.1.

(A color version of this figure is available in the online journal.)

field-aligned and perpendicular currents. In this case the heating
rate is:

QJ = jx(Ex + uyB0) + jzEz. (42)

Figure 20 shows the heating rates from field-aligned (vertical)
and perpendicular currents at λ = 45◦ and Figure 21 shows a
contour plot of QJ based on the current loop in Figure 11. These
figures show that QJ peaks near the maximum of the zonal jet,
both in pressure and in latitude. In general, field-aligned currents
do not contribute significantly to the heating rate, other than in
narrow regions where jx changes sign.

In the upper atmosphere QJ is generally very high.
For example, the bolometric stellar flux at HD209458b is
F∗ ≈ 9.8 × 105 W m−2. If the stellar flux is absorbed by the at-
mosphere and distributed globally, the column-integrated fric-
tional heat flux FJ at λ = 45◦ amounts to about 2.9% of the
effective stellar flux. Most of the frictional heating occurs above
the 0.01 bar level where the volume heating rate QJ is compara-
ble or higher than the stellar heating rate. Remarkably, above the
10−6 bar level FJ is more than 1000 times higher than the stel-
lar X-ray and EUV (XUV) heating rate (Koskinen et al. 2013a,
2013b). In reality, however, these estimates of FJ are likely to be
too high. This is because the assumed zonal jet will be modified
by ion drag above the 10−3 bar level. Nevertheless, the frictional
heating rates based on such a jet demonstrate the potential of
ion drag to modify the energy balance in the upper atmosphere.

The influence of the zonal wind profile on the heating rate
is further illustrated by Figure 22, which shows QJ based on
the three different equatorial jets in Section 3.2. The highest FJ

Figure 22. Frictional heating rates at the equator based on currents generated by
the three different zonal jets in Section 3.2. Results are shown for the realistic
zonal jet (solid line), zonal jet that is constant with pressure (dashed line) and a
constant zonal wind of 1 km −1 with both latitude and pressure (dotted line; see
Figure 14).

above the 10−3 bar level, about 5% of the stellar flux, is obtained
with the constant zonal wind of 1 km −1 everywhere. In this case
the energy is mostly deposited in the thermosphere where FJ is
over 10,000 times higher than the XUV heating rate. Such a high
frictional heating rate is clearly unrealistic, and it demonstrates
that the zonal wind will be modified by ion drag instead. In
the second case of a constant zonal wind with pressure, FJ is
about 0.5% of the stellar flux and still over 1000 times higher in
the thermosphere than the stellar XUV heating rate. The more
realistic mean zonal wind profile in the third case leads to FJ
that is about 0.02% of the stellar flux and about 30 times higher
than the stellar XUV flux in the thermosphere.

4. DISCUSSION

4.1. Electron Densities

We have shown how the source of free electrons on close-
in EGPs varies both horizontally and with pressure. In the
thermosphere above the 10−6 bar level most of the electrons
come from photoionization of H on the dayside. Due to
horizontal transport, the long lifetime of H+, and the penetration
of the stellar XUV radiation to the night side, the diurnal
electron density difference in the thermosphere is at most an
order of magnitude (Koskinen et al. 2010a). We note though
that any estimates of the electron density in the thermosphere
should be treated with caution. Basic models of the H/He
ionosphere typically overestimate the peak electron density
and fail to explain the relatively large diurnal differences
observed in the ionospheres of Jupiter and Saturn (e.g., Yelle
& Miller 2004; Kliore et al. 2009). These difficulties point
to possible deficiencies in our general understanding of H2
physical chemistry (e.g., Hallett et al. 2005) that can only be
resolved by a detailed study of the solar system giant planets.

A major difference from the solar system giant planets is that
alkali metals such as Na and K do not condense on hot close-in
EGPs and are present in the atmosphere as atoms. These metals
have a relatively low ionization potential and they are effectively
ionized both thermally and by stellar UV radiation. In a clear
atmosphere the relevant UV radiation (λ < 286 nm) penetrates
well past the thermosphere and photoionization dominates over
thermal ionization down to the 0.2 bar level (Lavvas et al. 2014).
As a result, there is a lower ionospheric peak near the 1 mbar
level where the electron density is in fact much higher than in
the thermosphere and far higher than the electron density in
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any ionosphere of the solar system. The recombination time of
the alkali metals, however, is relatively short and the electron
density in the lower atmosphere, above the 0.2 bar level, reduces
by many orders of magnitude in the night side.

In this regard our results differ from previous studies of ion
(magnetic) drag on EGPs that have all ignored photoionization
and only included electron densities from thermal ionization.
Based on our results for the dayside, the assumption that the
atmosphere can be treated as an insulator above the 0.01 bar
level (e.g., Batygin & Stevenson 2010; Batygin et al. 2011) is
clearly invalid. Further, the dayside electron densities are gener-
ally much higher than expected from thermal ionization. Thus,
currents flow in the upper atmosphere and do not necessarily
have to close in the interior. In this way the prevalence of pho-
toionization in the upper atmosphere significantly complicates
electrodynamics on close-in EGPs. It also reduces the depen-
dency of the atmospheric electron density on temperature only
(e.g., Perna et al. 2012) and makes the conductivities directly
dependent on the stellar UV radiation.

The selection of appropriate heavy elements in calculating
the electron densities is also important. For example, Perna
et al. (2010a, 2010b) included K only and missed an important
contribution to the conductivities from the more abundant Na.
Batygin & Stevenson (2010), on the other hand, included H, He,
Na, K, Li, Rb, Fe, Cs, and Ca while Menou (2012) included the
first 28 elements of the periodic table. Our calculations show
that the inclusion of H, He, Na, K, Mg, and C is sufficient. The
inclusion of these elements is also defensible because, with the
exception of He, there is at least some evidence for their presence
in the atmospheres of close-in EGPs (e.g., Charbonneau et al.
2002; Vidal-Madjar et al. 2003; Fossati et al. 2010; Linsky et al.
2010; Sing et al. 2011).

With regard to the other species, it is particularly important
to exclude elements that are likely to condense in the deep at-
mosphere. For example, Ca and Fe have strong absorption lines
that should be detectable in the observations of HD209458b
but are not seen (Sing et al. 2008a, 2008b; Lavvas et al. 2014).
With the T-P profile for HD209458b, these species are expected
to condense below the 10 bar level and thus their lack in the
data is probably not a coincidence. Related to this, none of
the heavy elements in our calculations are fully ionized at the
pressure levels probed by the observations and thus ionization
itself cannot explain the lack of detection. This, however, means
that the non-detection of K on HD209458b is very surprising,
and we discuss this problem extensively in a companion paper
(Lavvas et al. 2014). In general, future observations of metal
line absorption on different EGPs can potentially constrain the
composition of the ionosphere and thus the role of ion drag in
the atmosphere.

4.2. Conductivities and the Ohm’s Law

Electrodynamics is strongly dependent on the electron den-
sity and magnetic field strength that vary with pressure. We used
the calculated electron densities to constrain the conductivity
regimes on close-in EGPs and provide the appropriate form of
the generalized Ohm’s law in each regime (Section 2.4). The ba-
sic regimes of parallel (Ohmic), Hall, and Cowling (ambipolar)
resistivity that depend on the electron and ion magnetization ke,in
are well recognized in the solar atmosphere community (e.g.,
Leake et al. 2013), and have recently also been applied to magne-
tized circumstellar disks (e.g., Bai et al. 2013). The same regimes
have also been studied extensively in the terrestrial ionosphere

where they are separated based on the parallel, Hall, and Ped-
ersen conductivities instead of resistivity (e.g., Baumjohann
& Treumann 1997). They have not, however, received any
attention in the extrasolar planet community until now.

Models of stellar atmospheres and planetary ionospheres have
traditionally relied on two different approaches to electromag-
netic effects that, as we have shown, are not as clearly separable
on close-in EGPs. The main differences between the solar chro-
mosphere and planetary ionospheres are the higher ionization
fraction and magnetic field strength on the Sun. As a result,
the solar magnetic field is susceptible to instability and per-
turbations from the plasma motion while perturbations to the
magnetic dipole field of the Earth by ionospheric electrody-
namics are negligible. In the latter (static) case the magnetic
field is fixed and atmospheric electrodynamics is described in
terms of currents and electric fields (the E, j paradigm) while
in the former (dynamic) case the magnetic field evolves con-
tinuously and MHD is described in terms of the plasma flow
and magnetic field (the B, v paradigm). In contrast to many
astrophysical MHD applications, however, in both cases the
conductivity tensor is anisotropic.

The Ohm’s law is commonly used in electrodynamic models
while the induction equation is used by MHD models. These
equations describe the same physics and they can easily be
converted from one to the other by using Faraday’s law. In
Section 2.2 we present the generalized three-fluid Ohm’s law
and induction equation in the center of mass rest frame that con-
nect the (E, j) and (B, v) paradigms and are valid for any degree
of ionization in the atmosphere. Such equations are necessary
in the atmospheres of close-in EGPs where the ionization frac-
tion and magnetic field strength change with both pressure and
horizontal location.

Previous models of ion drag on EGPs (e.g., Perna et al. 2010a,
2010b; Batygin & Stevenson 2010) are limited to the lower
atmosphere below the 1 mbar level (the M1 region). In this
region the electron/ion gyrofrequencies are much lower than
the electron/ion-neutral collision frequencies (kin � ken � 1).
The mechanism that drives the current in the atmosphere
(Section 2.4.2) relies on the right combination of gyromotion
and collisions, and once ken � 1 this mechanism is largely
suppressed. Further, in our case the plasma frequency Ωe � νen
below the 0.01 bar level on the dayside and below the 10−4 bar
level in the night side. Thus plasma behavior is suppressed
in the lower atmosphere and both electrons and ions simply
equilibrate with the neutral atmosphere (e.g., Baumjohann &
Treumann 1997).

Our derivation of the Ohm’s law, however, appears to con-
tradict this simple physical intuition. In particular, in the M1
region the generalized Ohm’s law reduces to Equation (25) with
isotropic conductivity σen that has been used in practically all of
the previous exoplanet studies. There is no reason to doubt the
general validity of this equation in the M1 region. In agreement
with our basic physical intuition, however, the neutral momen-
tum equation and the Ohm’s law can be used to show that ion
drag is not important in the M1 region. Physically speaking,
the length scale ld (Section 3) over which the current (or ion
drag) becomes significant increases rapidly as ken decreases. As
a general rule, ld � Rp in the M1 region, even if one assumes
the maximum current generation by neutral winds with zero
polarization electric fields.

It can be shown that ld is related to the Lundquist length
scale, which is the length scale over which the Lundquist num-
ber S ≈ 1. The Lundquist number plays the same role in
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predominantly neutral atmospheres as the magnetic Reynolds
number Rm plays in fully ionized plasmas by quantifying
the degree to which the background magnetic field is per-
turbed by plasma motions. In contrast to the standard Rm (e.g.,
Baumjohann & Treumann 1997), the Lundquist number ac-
counts for plasma-neutral collisions and the stability of the mag-
netic dipole field that is continuously regenerated in the deep
interior of the planet. Our results show that S � 1 in the M1
region, indicating that perturbations to the dipole field due to
plasma motions in the lower atmosphere should be small.

Interestingly, our results provide some justification for studies
that use Equation (25) in steady state to estimate frictional
heating rates in the deep atmosphere based on predetermined
wind patterns (e.g., Batygin & Stevenson 2010). This approach
is technically acceptable because ion drag is negligible and the
magnetic field should be largely unperturbed by dynamics in the
atmosphere—although it is limited by the neglect of the interior
currents that give rise to the planetary magnetic field and currents
in the upper atmosphere. From a physical perspective, there is
always some degree of friction, no matter how small, between
the neutral atmosphere and the plasma that attempts to separate
from the neutrals.

Our treatment of the electrodynamics in the M2 and M3
regions of close-in EGPs is entirely new. In these regions the
conductivity tensor becomes anisotropic, with the degree of
anisotropy increasing with the magnetic field strength. In the
M2 region the electrons partly decouple from the neutrals while
ions remain coupled to the neutrals (ken > 1, kin < 1) and
in the M3 region both ions and electrons decouple from the
neutrals (ken > kin > 1). The parallel (magnetic field-aligned)
conductivity in the M2 and M3 regions is typically much larger
than the perpendicular Hall and Pedersen conductivities. By
design, the Hall conductivity is always higher than the Pedersen
conductivity in the M2 region while the Pedersen conductivity
is much higher than the Hall conductivity in the M3 region.

The partial decoupling of the plasma from the neutral at-
mosphere promotes current generation over short length scales
(Section 2.4.2) and thus ld � Rp on the dayside above the
1 mbar level (Section 3). With magnetic moments close to μJ

or higher, ion drag is so strong that it is likely to dominate the
momentum balance in the M2 and M3 regions together with
the pressure gradients arising from stellar irradiation. In addi-
tion, the Lundquist number approaches and exceeds unity in the
upper atmosphere, implying that the dipole magnetic field is
susceptible to perturbations by the currents in the atmosphere.

The short recombination time of the alkali metals, however,
means that the influence of ion drag is much less prominent
in the night side. Effectively, the reduced conductivity in the
night side has the same effect as lowering the magnetic field
strength on the dayside by a factor of 10–100. This leads to
an interesting dichotomy between the dynamics in the dayside
and the night side. Given that large-scale dynamics on different
exoplanets can potentially be constrained by observations (e.g.,
Knutson et al. 2007; Snellen et al. 2010; Showman et al. 2013),
this dichotomy is worthy of further study by MHD models with
anisotropic conductivity that can capture the turbulent transition
across the terminator.

In contrast to the conductivities, magnetization does not
change significantly from the dayside to the night side. This
means that while the M2 and M3 regions are always potentially
affected by ion drag, this potential is only realized if the
conductivities are sufficiently high. Obviously, magnetization
depends on the assumed magnetic field strength. With a higher

magnetic moment of 10 μJ , the M2 region extends down to
the 0.01 bar level, thus also extending the region of anisotropic
conductivity deeper into the atmosphere. With a magnetic
moment of 0.1 μJ , on the other hand, ion drag is only important
in the thermosphere even on the dayside.

Finally, in the M4 region above the 10−8 bar level the ioniza-
tion fraction is sufficiently high (xe � 10−3) for the plasma to
become completely decoupled from the neutrals. In this regime,
the Ohm’s law in the plasma frame (Equation (6)) reduces to
the fully ionized limit. This region is important because on
close-in EGPs it is believed to be escaping hydrodynamically,
with detectable signatures in UV transit observations (Vidal-
Madjar et al. 2003, 2004; Fossati et al. 2010; Linsky et al. 2010;
Lecavelier des Etangs et al. 2012). We find that ion drag on the
neutral atmosphere in the upper atmosphere is relatively strong,
raising the possibility that the capture of the plasma on closed
field lines can also affect neutral mass-loss rates (Adams 2011;
Trammell et al. 2011).

The combined thermal and dynamical pressure of the upper
atmosphere, however, exceeds the magnetic pressure at the
equator for μp � 0.5μJ and this opens the possibility that
the magnetic field lines follow the escaping plasma, in the same
manner as they do in the solar wind. Further, even if ion drag
is important in the upper atmosphere, it is not clear to what
degree it inhibits mass loss from close-in EGPs as the capture
of the escaping gas on closed field lines leads to significant
heating of the upper atmosphere that can possibly restore the
escape rate (Yelle 2004). The development of a two fluid model
to simulate the plasma and the neutral atmosphere with the
induction equation for the magnetic field is a useful future
avenue to addressing these questions.

4.3. Electrodynamics and Frictional Heating

In order to better understand the basic mechanisms of electro-
dynamics, we studied highly idealized mid-latitude and equato-
rial zonal jets. These jets have a Gaussian shape in latitude and
a pressure dependency that is designed to mimic the zonal mean
circulation on close-in EGPs such as HD209458b (Showman
et al. 2009; Koskinen et al. 2010a). We relied on the static ap-
proximation (Equation (30)), although, as we have explained,
this approximation needs to be revised in future work. In contrast
to some of the previous studies (e.g., Menou 2012; Rauscher &
Menou 2013), we showed that ion drag does not always act like
a diffusive drag force and it cannot be modeled as Rayleigh drag.
Instead, we find that ion drag attempts to eliminate variations of
(−un × B) along the magnetic field lines and in many cases this
can lead to the acceleration of the winds and the introduction
of both vertical and meridional gradients into the flow. We also
showed that ion drag does not generally vanish at the equator.

At mid-latitudes the dipole magnetic field lines are nearly
vertical and penetrate practically through the whole atmosphere.
Thus the consequences of anisotropic conductivity in the M2 and
M3 regions are also felt in the M1 region, and the polarization
electric field is roughly constant and equal to the conductivity-
weighted mean of un × B along the magnetic field lines
(Section 3.1). With a constant magnetic field, ion drag attempts
to remove variations of the wind speed along the field lines. The
degree to which this is possible depends on the strength of the
ion drag forces compared to the other terms in the momentum
equation. Because ion drag is much less important below the
1 mbar level than it is in the upper atmosphere, circulation in the
lower atmosphere can drive the dynamics at higher altitudes.
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At the equator the horizontal magnetic field lines with L
(=req/Rp) values in the M2 and M3 regions connect to relatively
low latitudes. There is only a narrow region in the equatorial M1
region where the field lines do not pass through the M2 and M3
regions that we ignore in this work. The detailed structure of the
currents in the upper atmosphere arising from the equatorial jet
depends sensitively on the assumed vertical and meridional wind
profiles but typically symmetric loops appear on both sides of
the equator (Section 3.2). We find that zonal winds predicted by
current exoplanet GCMs are likely to be significantly modified
above the 1 mbar level on planets where the magnetic moment
is comparable to μJ . We also find that the magnetic dipole
field geometry alone drives significant ion drag in the upper
atmosphere even when the zonal wind is initially constant with
altitude and latitude.

We note that the zonal jets give rise to ion drag on the
meridional and vertical winds by a zonal Hall current that we
ignore in this work. This current does not contribute to frictional
heating because under the (artificial) symmetry of our examples
Ey = 0 and the Hall current is perpendicular to the net electric
field in the x direction. In reality the Hall current in the M2
region cannot be constant in longitude because of the large
drop in conductivity in the night side. This means that a non-
zero zonal electric field with either dusk to dawn or dawn to
dusk orientation can develop on the dayside, depending on the
direction of the zonal current (that can vary with pressure). This
complication should be studied by more comprehensive models
in the future that can properly address the diurnal differences on
close-in EGPs.

Finally, ion drag heats the atmosphere mostly through me-
chanical friction from plasma-neutral collisions (Vasyliūnas &
Song 2005). We show that the frictional heating rate is strongly
dependent on the assumed vertical and horizontal wind profile.
Whether or not the currents contribute to the kinetic energy
of the atmosphere through ion drag or to the thermal energy
through friction depends on the momentum balance that needs
to be worked out by self-consistent models. Nevertheless, our re-
sults demonstrate the potential for significant frictional heating
in the upper atmosphere.

The column-integrated frictional heat flux FJ based on the
mid-latitude jet in Section 3.1 amounts to about 2.9% of
the globally averaged stellar bolometric flux. The different
equatorial jets in Section 3.2 produce values of FJ between
0.02% and 5%. These heat fluxes on the dayside are small
but not negligible, and if they are deposited deep enough they
could affect the radius evolution of the planet (Batygin et al.
2011). Our calculations at the equator are limited to the upper
atmosphere above the 1 mbar level, but the mid-latitude solution
extends to 10 bar. In this latter case we find that most of the
frictional heat is actually deposited in the high altitude current
loop above the 0.01 bar level. The largest relative effect from
frictional heating is felt in the thermosphere where the heat flux
is 10–10,000 times higher than the stellar XUV heating rate,
depending on the assumed zonal wind profile.

Clearly, some of these heat fluxes are unrealistically high due
to the lack of self-consistent dynamics. Nevertheless, frictional
heating of the upper atmosphere by electric currents can be
important because it effectively uses the energy from circulation
that is powered by stellar insolation at lower altitudes. Even
a small fraction of the bolometric flux that heats the lower
atmosphere is large compared to the stellar XUV flux. In the
thermosphere, additional heating can broaden the absorption
lines of atoms and ions and affect the interpretation of UV

transit observations (Ben-Jaffel & Hosseini 2010; Koskinen
et al. 2010b). Frictional heating from ion drag can also enhance
the energy-limited mass-loss rate from close-in EGPs. In the
solar system, ion drag can help to explain the abnormally high
temperatures in the thermospheres of the giant planets (Smith
2013). Self-consistent models of ion drag on giant planets,
both in the solar system and extrasolar planets, are therefore
an interesting direction for future research.

5. CONCLUSIONS

The aim of this work was to use electron densities calcu-
lated by a new photochemical model (Lavvas et al. 2014) to
constrain electrodynamics and ion drag in the atmospheres of
close-in EGPs. The electron densities are based on a solar com-
position of atoms such as H, Mg, Na, and K that have been de-
tected in hot Jupiter atmospheres (e.g., Vidal-Madjar et al. 2003;
Fossati et al. 2010; Charbonneau et al. 2002; Sing et al. 2011).
We used the properties of the transiting planet HD209458b in
these calculations, although the results have general validity and
are not necessarily intended to represent any specific planet. We
showed that close-in EGPs have ionospheres that extend to the
lower atmosphere with electron densities that are much higher
than the electron densities in any ionosphere of the solar system.
As a result, the electrical conductivity in the upper atmospheres
of close-in EGPs can be comparable to the corresponding con-
ductivity in the solar chromosphere.

In line with Koskinen et al. (2010a), we find that photoion-
ization of H and He dominates in the thermosphere above the
10−6 bar level. In this region diurnal variations in electron den-
sity are also relatively small. Photoionization of metals such
as Mg, Na, and K, however, creates a lower ionospheric peak
near the 1 mbar level in the dayside where the electron density
is higher than in the thermosphere. Photoionization dominates
over thermal ionization on the dayside down to about 0.2 bar
while thermal ionization produces most of the free electrons at
deeper pressures. As a result, future observations of species like
Mg, Na, and K can be used to characterize the ionosphere fur-
ther, particularly if their abundances can be better constrained.
Previous studies of ion drag on close-in EGPs ignored photoion-
ization (Perna et al. 2010a, 2010b; Batygin & Stevenson 2010)
and thus severely underestimated the dayside electron densities.

Phase curve observations of hot Jupiters (e.g., Knutson et al.
2007) can potentially be used to constrain the effect of ion drag
on global dynamics. Due to the neglect of photo-ionization,
however, previous models have underestimated the day-night
contrast in conductivity in the middle atmosphere. They have
also relied on Rayleigh drag to simulate the global effects of ion
drag. In our examples ion drag attempts to eliminate variations
of (−un × B) along the magnetic field lines. Sometimes this
leads to behavior that is similar to a frictional drag force—at
other times ion drag actually introduces vertical and horizontal
structure to the wind profiles. We also find that ion drag does not
vanish at the equator (e.g., Menou 2012). In fact vertical currents
that lead to ion drag at the equator are generally required to close
the current loops generated by an equatorial zonal jet. In light
of these findings, we feel that the consequences of ion drag on
global dynamics may have to be re-evaluated.

Another potentially interesting consequence of photo-
ionization is that it makes the conductivities and thus ion
drag and resistive heating dependent on the stellar UV fluxes
rather than temperature only. This raises the possibility of
correlations between the stellar UV output and observable

15



The Astrophysical Journal, 796:16 (16pp), 2014 November 20 Koskinen et al.

properties of transiting planets such as brightness temperatures.
These correlations might be difficult to recognize because the
atmospheric temperatures obviously also depend on the stellar
flux, and much of the UV radiation responsible for ionizing,
say, Na and K is in the blackbody continuum. Nevertheless,
both FUV radiation and X-rays, that do not necessarily corre-
late strongly with the stellar continuum, penetrate to the middle
atmosphere and could form the basis for looking for such cor-
relations in the future.

In addition, our results point to particularly strong effects of
ion drag in the upper atmosphere. We divided the atmosphere
into four different regimes (M1, M2, M3, and M4) based
on conductivities and magnetization, and provided the three-
fluid non-ideal MHD equations that are valid in these regimes.
Previous models have not included the atmosphere above the
1 mbar level (the M2, M3, and M4 regions). In these regions the
electrons and ions partly decouple from the neutral atmospheres
and the combination of gyromotion and less frequent collisions
leads to charge separation and strong currents. We demonstrate
that, with the Jovian magnetic moment, currents and ion
drag in the middle and upper atmosphere are sufficiently
strong to dominate the momentum balance, together with the
neutral pressure gradients that arise from stellar insolation and
subsequent dynamics.

Ion drag also affects the thermal energy balance of the
atmosphere mostly through frictional heating arising from
plasma-neutral collisions (Vasyliūnas & Song 2005). Based on
our examples, we find column-integrated local maximum heat
fluxes that amount to 0.4%–5% of the globally averaged stel-
lar bolometric flux, deposited mostly in the upper atmosphere
above the 0.01 bar level. The potential for frictional heating is
particularly strong in the thermosphere where ion drag may en-
hance mass-loss rates and affect the interpretation of UV transit
observations (e.g., Ben-Jaffel & Hosseini 2010; Koskinen et al.
2013b). A magnetic field can also affect the morphology of the
escaping plasma around planets like HD209458b, and this opens
the possibility for future observations of escaping atmospheres
as a means to place some constraints on the magnetic field
strengths, even though the interpretation of such observations is
likely to remain ambiguous for a long time to come.

Ion drag and frictional heating may also prove to be impor-
tant on the giant planets in the solar system. A recent study by
Smith (2013) shows in principle that heating arising from elec-
trodynamic coupling of Jupiter’s thermosphere and stratosphere
can help to explain the relatively high temperatures in the Jo-
vian thermosphere. In addition to direct heating, other studies
on Saturn raise the question of whether wind-driven ion drag
could change the predicted circulation and help to redistribute
energy from the polar auroral region to low and middle latitudes
more efficiently (e.g., Müller-Wodarg et al. 2012; Koskinen et al.
2013c). In the absence of direct constraints on the winds in the
upper atmosphere, however, these questions can only be prop-
erly addressed with self-consistent models of the momentum
and energy balance.
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