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ABSTRACT

Characterizing the conversion factor between CO emission and column density of molecular hydrogen, XCO, is
crucial in studying the gaseous content of galaxies, its evolution, and relation to star formation. In most cases
the conversion factor is assumed to be close to that of giant molecular clouds (GMCs) in the Milky Way, except
possibly for mergers and star-bursting galaxies. However, there are physical grounds to expect that it should also
depend on the gas metallicity, surface density, and strength of the interstellar radiation field. The XCO factor may
also depend on the scale on which CO emission is averaged due to effects of limited resolution. We study the
dependence of XCO on gas properties and averaging scale using a model that is based on a combination of results of
sub-parsec scale magnetohydrodynamic simulations and on the gas distribution from self-consistent cosmological
simulations of galaxy formation. Our model predicts XCO ≈ (2–4) × 1020 K−1 cm−2 km−1 s, consistent with the
Galactic value, for interstellar medium conditions typical for the Milky Way. For such conditions the predicted XCO
varies by only a factor of two for gas surface densities in the range ΣH2 ∼ 50–500 M� pc−2. However, the model
also predicts that more generally on the scale of GMCs, XCO is a strong function of metallicity and depends on the
column density and the interstellar UV flux. We show explicitly that neglecting these dependencies in observational
estimates can strongly bias the inferred distribution of H2 column densities of molecular clouds to have a narrower
and offset range compared to the true distribution. We find that when averaged on ∼kiloparsec scales the X-factor
depends only weakly on radiation field and column density, but is still a strong function of metallicity. The predicted
metallicity dependence can be approximated as XCO ∝ Z−γ with γ ≈ 0.5–0.8.
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1. INTRODUCTION

Molecular hydrogen (H2), the major constituent of cold
clouds in the interstellar medium (ISM), is playing a major role
in shaping the visible universe around us. Cooling by H2 aided
the formation of the first stars (e.g., Abel et al. 2002; Bromm
et al. 2002) and star formation in nearby galaxies takes place in
molecular and giant molecular clouds5 (GMCs). Furthermore,
the properties of molecular gas in galaxies, e.g., its distribution,
formation, and destruction, are intricately linked to many other
phenomena occurring in galaxies, such as the formation of
stars, various stellar feedback processes, and the physics of dust
grains.

Unfortunately, detecting H2 in emission is difficult because
the lowest excited levels in the rotational ladder are hardly
populated at the low temperatures (∼10 K) of molecular clouds.
Moreover, the H2 molecule, lacking a permanent electric dipole
moment, radiates via the much slower quadrupole transition
(e.g., Shull & Beckwith 1982; Stahler & Palla 2005). Therefore,
a practical solution has been to measure the emission from some
other molecule, which is assumed to trace H2, and convert its
line intensity into an H2 column density. The conversion factor
is called the X-factor for the particular emission line.

5 The distinction between a molecular cloud and a giant molecular cloud is
somewhat blurry and several non-equivalent definitions are in use in the
literature. We will use the term “molecular cloud” to denote a molecular region
of �1 pc diameter within galaxies that is embedded in a non-molecular
component of the ISM. A “giant molecular cloud” is then simply a large
molecular cloud with a diameter of �50 pc.

Cooling lines from the carbon monoxide (CO) isotope 12CO
are often used as H2 tracers, because 12CO is the second most
abundant molecule in molecular clouds and can be observed
even in extragalactic objects at high redshifts (Brown & Vanden
Bout 1991; Solomon & Vanden Bout 2005; Tacconi et al. 2006,
2008, 2010; Daddi et al. 2010a, 2010b; Genzel et al. 2010, 2011;
Emonts et al. 2011). In this study, we will focus on the 12CO
J = 1 → 0 transition (and on the corresponding X-factor XCO),
i.e., the transition from the first excited rotational level to the
ground state, which is widely used in the literature, particularly
in studies of nearby galaxies or molecular clouds in the Milky
Way (Wilson et al. 1970; Scoville & Sanders 1987; Solomon
et al. 1987; Young & Scoville 1991; Young et al. 1995; Regan
et al. 2001; Helfer et al. 2003; Kuno et al. 2007; Blitz et al. 2007).

XCO has been measured for molecular clouds in the Milky
Way and in a few other nearby galaxies with a variety of
techniques. These methods compare the directly measured CO
luminosity (or intensity) with an independently determined H2
mass (or column density). The most common approaches are:
(1) estimates of virial masses from line width and cloud size
(e.g., Solomon et al. 1987), (2) measurement of H2 masses
using a different tracer molecule (e.g., 13CO), or a higher order
transition, with its own X-factor (e.g., Dickman 1975, 1978;
Heyer et al. 2009), (3) measurement of proton number density
from gamma rays produced in cosmic ray–proton collision (e.g.,
Bloemen et al. 1986; Strong & Mattox 1996; Hunter et al.
1997; Abdo et al. 2010), (4) measurement of total hydrogen
column density using infrared emission (e.g., Dame et al. 2001;
Draine et al. 2007), and (5) estimates of visual extinction, AV ,
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and thus total gas density from IR star counts (Wolf 1923) or
the near-infrared color excess (Lada et al. 1994). The latter
three approaches have to be supplemented with maps of atomic
hydrogen unless most of the hydrogen is molecular.

The consensus is that for GMCs in the Milky Way all these
different methods give similar values of XCO ∼ (1.5–4) ×
1020 cm−2 K−1 km−1 s. The question why the X-factor is
remarkably constant in molecular clouds in the Milky Way is not
yet entirely settled, but it has been suggested to be a consequence
of the narrow range of H2 column densities and temperatures of
Milky Way clouds (Shetty et al. 2011a).

On the other hand, there is increasing evidence that the
X-factor may be different in other galaxies (e.g., Bolatto et al.
2008; Leroy et al. 2011). Specifically, there has been a long
debate as to whether the X-factor is larger in low-metallicity
galaxies (e.g., Wilson 1995; Arimoto et al. 1996; Boselli et al.
2002; Israel 2005, but cf. Blitz et al. 2007), and possibly smaller
in the central regions of disk galaxies (e.g., Maloney & Black
1988; Oka et al. 1998), in local starbursts and (ultra-)luminous
infrared galaxies (e.g., Wild et al. 1992; Shier et al. 1994;
Mauersberger et al. 1996; Solomon et al. 1997; Downes &
Solomon 1998; Bryant & Scoville 1999; Meier et al. 2010),
or in submillimeter galaxies at higher redshifts (e.g., Tacconi
et al. 2008). In a simple toy model in which the CO emission
stems from an ensemble of optically thick, virialized clumps, the
X-factor should scale as n

1/2
H /T (Dickman et al. 1986). How-

ever, one arrives at a more complex scaling of the X-factor if
the complex geometry of the supersonically turbulent molecular
gas and effects of radiative transfer (RT) are taken into account
(e.g., Shetty et al. 2011b).

A further important aspect is that many extragalactic surveys
do not resolve individual GMCs, but measure CO emission
on ∼kiloparsec or even larger scale. A study of the properties
of the X-factor on such large scales, however, requires galaxy
models with reasonably realistic density distributions. The large
dynamical scale necessary to resolve individual CO emitting
gas clumps (∼0.1–1 pc) in a self-consistent, preferentially
cosmological, simulation poses a serious challenge.

In this paper, we study the behavior of the X-factor as
a function of gas metallicity, UV radiation field, and as a
function of scale. We analyze the impact of the X-factor on
star formation laws in a follow-up paper (R. Feldmann et al.
2012, in preparation). In Section 2, we present our novel
numerical approach that aims at circumventing the problem
of the large dynamical scale. The basic idea is that we combine
cosmological simulations, in post-processing, with a model that
is calibrated on results of small-scale magnetohydrodynamic
(MHD) simulations of the ISM. This approach allows us
to study CO emission at GMC scales and above with an
effective resolution of ∼0.1 pc in a cosmological volume. In
Section 3.1, we discuss the scaling of the X-factor with H2
column density on GMC scales. Next, in Section 3.3, we study
the dependence of XCO on the local environment (metallicity and
UV radiation field). Subsequently, in Section 3.4, we discuss
the observational evidence of a constant surface density of
molecular clouds. Finally, in Section 4, we address the effect of
spatial averaging of the X-factor. We then summarize our results
and conclude.

2. METHODS

The approach we adopt in this study is to complement large-
scale simulations, in which the global structure of galaxies

and their ISM is modeled self-consistently in a cosmological
context, with an adequate sub-grid model for CO emission.

One possibility is to compute the X-factor based on
photodissociation region (PDR) models (e.g., Tielens &
Hollenbach 1985; van Dishoeck & Black 1988; Sternberg &
Dalgarno 1995; Kaufman et al. 2006; Wolfire et al. 2010;
Krumholz et al. 2011). Although the PDR approach is use-
ful in constructing simple models to make predictions about the
atomic-to-molecular transition or the X-factor, one may wonder
how sensitive such predictions are to the specific assumptions
of this method. It is thus useful to explore alternative models
based on a different set of assumptions. To this end, we use a
model based on tailored small-scale simulations that are able
to resolve the turbulent structure of the ISM on ∼parsec scales
(Glover & Mac Low 2011).

Doing so has several key advantages. First, these small-
scale simulations rely on well-defined physically understood
processes and their incorporation into cosmological simulations
fits well within an “ab initio” approach of understanding the
evolution of galaxies and the ISM. Second, the small-scale
simulations follow the chemical evolution and the dynamics
of the ISM in a presumably more realistic way than ad hoc sub-
grid models. Finally, large-scale simulations can provide the
appropriate boundary conditions for the small-scale simulations
and thus, as long as one stays within the regime explored by the
small-scale simulations, this approach is potentially not plagued
by free parameters that have to be tuned. Thus, if the model
turns out to disagree with observations, we cannot simply adjust
the parameters of the model. Instead, this would signal that
important physics is missing which needs to be included in the
small-scale simulations.

However, there are a few technical challenges to this opti-
mistic perspective. First, since the ISM simulations of Glover &
Mac Low (2011) assume a Milky Way like UV radiation field
(Draine 1978), we have to model the UV dependence of the CO
abundance. We do this using a simple but approximate assump-
tion that CO is in photodissociation equilibrium. Second, we do
not perform line RT. Instead, we use the photon escape prob-
ability formalism that has been shown to provide a good fit to
observations (Pineda et al. 2008) and compares reasonably well
with line RT calculations, but may differ in some detail (Shetty
et al. 2011a). Third, we can neither model the CO line width nor
the excitation temperature self-consistently at our numerical res-
olution. We address the first point by considering two extreme
cases of the scaling of the line width with column density find-
ing some quantitative, but not qualitative, changes in our results.
We assume that the excitation temperature is constant, which is
roughly correct for many GMCs in the Milky Way (MW) and
moderately star-forming galaxies (e.g., Leroy et al. 2009; Heyer
et al. 2009), but this assumption may break in galaxies under-
going massive starbursts or in high-redshift mergers (see, e.g.,
Narayanan et al. 2011 and references therein). Hence, while our
approach allows a precise modeling of CO and H2 abundances,
it does rely on assumptions regarding the gas temperature and
the scaling of the velocity dispersion to infer CO intensities.
This makes it an orthogonal ansatz, with its own strengths and
weaknesses, compared with other approaches (e.g., Shetty et al.
2011a, 2011b; Narayanan et al. 2011). Many of these limita-
tions may be circumvented in the future when a larger set of
small-scale ISM simulations is available.

A main limitation of our approach is that it relies on the
assumption that the small-scale simulations are a reasonable
approximation to the real ISM, even though several physical
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mechanisms, such as star formation and stellar feedback, have
not been included. Furthermore, possible feedback from small
to large scales is not accounted for in our approach. Modeling
the ISM below the scales of GMCs is a very challenging
problem due to the variety of physical processes and feedback
mechanisms that are operating such as stellar winds, H ii gas
pressure, protostellar jets, or radiation pressure (e.g., Matzner
2002; Mac Low & Klessen 2004; Li & Nakamura 2006;
Krumholz et al. 2006; Nakamura & Li 2007; Banerjee et al.
2007; Brunt et al. 2009; Krumholz & Matzner 2009; Wang
et al. 2010; Murray et al. 2010, 2011; Draine 2011; Lopez et al.
2011; Goldbaum et al. 2011). On super GMC (�100 pc) scales
feedback from supernovae and (potentially) active galactic
nuclei are likely important feedback mechanisms (e.g., Silk &
Rees 1998; Mac Low & Klessen 2004; Feruglio et al. 2010;
Murray et al. 2011).

A reasonable scale for separating sub- and super-grid physics
lies therefore in the range ∼10–100 pc and the resolution of
our simulations (formal grid resolution is ∼60 pc) is chosen
to fall in this window. The resolution roughly matches the box
sizes (20 pc) of the ISM simulation presented in Glover & Mac
Low (2011) that we employ to extend the resolution of our
simulations to smaller scales.

Note that we use Z� ≡ 0.02 (12 + log10(O/H) = 8.92)
throughout the paper, the metallicity of the solar neighborhood,
which is somewhat larger than the metallicity of the Sun
according to recent estimates (Allende Prieto et al. 2001;
Asplund et al. 2004, 2009).

We present our X-factor model in Section 2.1. We give a short
description of the suite of simulations that we use in this paper in
Section 2.2. In Section 2.3, we discuss how we add the X-factor
model as a post-processing step to our simulations.

2.1. Modeling of the X-factor

In this section, we will discuss a simple model for the
X-factor that is calibrated using small-scale (∼few tens of
parsecs) MHD simulations. The aim is to predict XCO on these
scales as a function of metallicity Z, mean density n̄H, and the
UV radiation field UMW. The latter is given in units of the local
interstellar radiation field (Draine 1978; Mathis et al. 1983), i.e.,

UMW = J1000 Å/JMW,

where J1000 Å is the mean intensity at 1000 Å and JMW =
106 photons cm−2 s−1 sr−1 eV−1.

The X-factor is defined as the ratio between the molecular
hydrogen column density NH2 and the velocity integrated
intensity of the J = 1 → 0 transition of carbon monoxide
along a line of sight:

XCO = NH2

WCO
. (1)

A canonical value of XCO of molecular clouds in the Milky Way
is XCO, MW = 2 × 1020 cm−2 K−1 km−1 s, which we will refer
to as the galactic X-factor.

Computing WCO in a simulation is non-trivial unless the gas
is optically thin to its own line radiation. We use an approximate
treatment based on the escape probability formalism to account,
in a crude fashion,6 for line RT effects (Glover & Mac Low

6 The approach assumes strictly local photon absorption and plane-parallel
geometry.

2011):

WCO = TBΔv

∫ τ10

0
2β(τ )dτ. (2)

Here, Δv is the width of the CO line, τ10 is the optical depth
of the 12CO J = 1 → 0 transition, β(τ ) is the photon escape
probability (Tielens 2005):

β(τ ) =
{

[1 − e−2.34τ ]/(4.68τ ) if τ � 7
1/(4τ [ln(τ/

√
π )]1/2) if τ > 7,

(3)

and TB is the brightness temperature of the line, which we
compute based on the gas temperature T and the cosmic
microwave background (CMB) temperature TCMB = 2.725(1 +
z) as

TB = 5.5K

[
1

e5.5/T − 1
− 1

e5.5/TCMB − 1

]
. (4)

Despite the simplicity of the method, its predictions compare
reasonably well with more elaborate line RT calculations (Shetty
et al. 2011a) and it provides a good fit to observations (Pineda
et al. 2008).

In local thermal equilibrium (LTE) the optical depth of the
J = 1 → 0 line is given by (Tielens 2005; Stahler & Palla
2005)

τ10 
 1.4 × 10−16(1 − e−5.5/T )

[
10 K

T

] [
3 km s−1

Δv

] [
NCO

cm−2

]
.

(5)

Given estimates of the CO and H2 column densities, and
with some assumptions about the temperature and line
width (see Section 2.3), we can compute the X-factor using
Equations (1)–(5).

Table 2 of Glover & Mac Low (2011) contains the mass-
weighted mean abundance of CO and H2 at the end of each
of their simulations. The mass-weighted mean abundance xs of
species s (either CO or H2) in a box with total mass M = ∑

ρΔV
is defined as

xs = αs

M

∑
i

ns(i)

nH(i)
ρ(i)ΔV (i) = αs

n̄s

n̄H
.

Here, the index i runs over all grid cells in the box, while nH
and ns denote the local number densities of hydrogen nuclei
and molecules of species s, respectively. The convenient choice
αH2 = 2 (while αCO = 1) implies that xH2 spans the range 0–1.
The equivalent formulation on the right-hand side gives the
mass-weighted mean abundance in terms of the mean number
density of molecules of species s, n̄s , and the mean number
density of hydrogen nuclei n̄H.

We compute the average surface density Ns of species s along
a line of sight of length L as

Ns = xs

αs

n̄HL. (6)

The visual extinction along a line of sight is proportional to the
column density of dust grains. Since the gas-to-dust ratio scales
with the metallicity of the gas at least down to metallicities of
∼1/10th solar (e.g., Leroy et al. 2011), we compute the mean
(averaged over lines of sight) visual extinction as

AV = γZ

Z

Z�
n̄H L, (7)

with γZ = 5.348 × 10−22 cm2 Z−1
� .
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Most of the simulations of Glover & Mac Low (2011) assume
UMW = 1. However, the CO fraction in molecular clouds should
depend to some degree on the strength of the incident UV ra-
diation (e.g., van Dishoeck & Black 1988; Wolfire et al. 2010).
In highly star-forming environments, such as gas-rich galaxy
mergers or young galaxies at high redshifts (e.g., Stacey et al.
1991; Ivison et al. 2010), or in low dust galaxies such as low-
metallicity local dwarfs (e.g., Smith & Hancock 2009), the radi-
ation field is expected to be much larger than that incident onto
a typical GMC in the Milky Way. In order to proceed we will
make a number of simplifying assumptions based on the simu-
lation results of Glover & Mac Low (2011, see their Figures 1
and 2). First, we assume that xH2 depends on n̄H, L, and Z only
through the combination n̄HZ, i.e., the number density of dust
grains available to form H2. Specifically, we will assume

xH2 (n̄H, Z,L,UMW) = xH2 (Zn̄H, UMW). (8)

Several prescriptions exist in the literature to compute the mean
molecular hydrogen abundance (Sternberg 1988; Krumholz
et al. 2008; Gnedin & Kravtsov 2011). An alternative is to
use the H2 abundance that is estimated in the simulations of
Glover & Mac Low (2011) and ignore the explicit radiation field
dependence which is expected to be only logarithmic (Krumholz
et al. 2008). This latter approach is not as crude as it sounds,
because the gas will be predominantly molecular whenever
there is significant CO emission and hence self-shielded from
UV radiation.

Second, we assume that xCO depends mainly on the mean
extinction and the radiation field:

xCO(Z, n̄H, L,UMW) = xCO(AV (Zn̄HL), UMW, Z), (9)

yet we have also included an explicit dependence of the CO
fraction on metallicity, which is required because the CO
abundance can never be greater than the abundance of C nuclei
xC in the gas. We model this by enforcing an upper limit
xC = 1.41 × 10−4 Z/Z� for xCO(AV ,UMW, Z). The crucial
point is that the simulations presented in Glover & Mac Low
(2011) provide xCO(AV ,UMW = 1, Z).

In order to model the dependence of xCO(AV ,UMW, Z) on
the radiation field we assume equilibrium between the rates of
photodissociation of CO and its creation by chemical reactions,
i.e.,

xCO UMW Sdust(AV ) SH2 (NH2 ) SCO(NCO) = n̄H

∑
i,j

Rij xixj ,

(10)
where Sdust, SH2 , and SCO are the shielding factors7 due to dust,
H2, and CO, respectively, and the right-hand side is a sum over
all relevant chemical reactions that produce CO.

We determine xCO(AV ,UMW �= 1, Z) in the following way.
Consider a box of size L, mean density n̄H, metallicity Z, and
visual extinction AV ∝ Zn̄HL exposed to a radiation field
UMW �= 1. Consider now a second box of the same size L′ = L,
same metallicity Z′ = Z, but with possibly different mean
density n̄′

H and thus visual extinction A′
V that is exposed to an

MW-like radiation field UMW = 1. Note that n̄H/n̄′
H = AV /A′

V .
We assume that photodissociation equilibrium holds for this
second box, too, i.e.,

x ′
CO U ′

MW Sdust(A
′
V ) SH2

(
N ′

H2

)
SCO(N ′

CO) = n̄′
H

∑
i,j

Rij x
′
ix

′
j .

(11)
7 Each shielding factor varies between 0 and 1, where S = 0 corresponds to
perfect shielding.

The question is now for which value of the extinction A′
V (or

equivalently for which mean density n̄′
H) do both boxes have

the same CO abundance x ′
CO = xCO? Once we know A′

V such
that x ′

CO = xCO (without necessarily knowing xCO or x ′
CO) we

can then use Equation (9) to obtain xCO and, hence, x ′
CO. Since

N ′
CO = x ′

COn̄′
HL′ ∝ A′

V x ′
CO/Z′ and NCO ∝ AV xCO/Z, we get

NCO = (AV /A′
V )N ′

CO. The H2 column densities NH2 and N ′
H2

are determined by the chosen H2 mean abundance model (8)
and the values of AV and A′

V , respectively.
In order to determine A′

V such that x ′
CO = xCO, we demand

that the solution reduces to A′
V = AV for UMW = U ′

MW and
assume that sum involving the rate coefficients on the right-
hand side of Equations (10) and (11) is not strongly affected by
a change in the UV field. The latter assumption is based on a
plausibility argument, namely that since xCO = xCO for A′

V , the
abundances of other species i also likely satisfy x ′

i ∼ xi .
Dividing Equation (11) by Equation (10) we obtain

1

UMW
= A′

V

AV

Sdust(AV )

Sdust(A′
V )

SH2 (NH2 )

SH2 (N ′
H2

)

SCO(N ′
COAV /A′

V )

SCO(N ′
CO)

. (12)

This equation has to be solved iteratively (see below) to obtain
A′

V and NCO = (AV /A′
V )N ′

CO for a given AV and UMW. The
shielding factors are tabulated in Lee et al. (1996); see also
Appendix B.

CO self-shielding and H2 cross-shielding are due to a large
number of individual absorption lines in the near-UV. Hence, we
multiply the column densities that enter the shielding functions
by Lc/L to take into account that the bulk velocity of the gas
changes of the order of the velocity width of the shielding
line over a finite coherence length Lc. We use Lc = 1 pc,
similar to the coherence length for H2 self-shielding (Gnedin
& Kravtsov 2011), to convert mean abundances into shielding
column densities. We show in Appendix B that shielding of
CO by dust grains is the dominant shielding mechanisms if
Lc � 1 pc. Hence, none of our results depend on the precise
value of Lc provided it is sufficiently small.

If we ignore self-shielding and shielding by H2, and ap-
proximate the dust shielding factor as a plain exponential
Sdust = e−γ0AV , we arrive at a simpler version of Equation (12)
that contains only the unknown A′

V :

1

UMW
≈ A′

V

AV

eγ0(A′
V −AV ). (13)

We first solve Equation (13) with the exponent8 γ0 = 3.4,
and then use the obtained approximate solution as a trial value
to solve Equation (12) for A′

V .
In Figure 1, we show the model predictions for the mean

CO abundance for UMW = 10−6–106. For a Milky Way like
radiation field (UMW = 1) the CO abundance changes strongly
with AV , but not with metallicity. The latter is by construction
because the simulations of Glover & Mac Low (2011) do not
show a significant metallicity dependence. A stronger (weaker)
UV field lowers (raises) the abundance of CO at a given mean
extinction as expected. For UMW �= 1 the CO abundance
depends (even at fixed AV ) on metallicity. This behavior is a

8 This value provides a reasonable approximation, for our purposes, of the
dust shielding function over the range AV = 0–9. We found that using a more
sophisticated approximation in Equation (13), or using the tabulated shielding
function directly, does not affect the final solution of Equation (12) that we are
trying to solve for. The solution of Equation (13) approximates the final
solution reasonably well, except at low metallicities Z � 0.1, since dust
shielding is the dominant shielding factor for CO (see Appendix B).
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Figure 1. Mass-weighted mean CO abundance xCO as a function of mean
extinction AV . Symbols show the results of driven turbulence, magnetohydro-
dynamic simulations presented in Glover & Mac Low (2011). The star symbols
correspond to a simulation without UV radiation, the other symbols are for
UMW = 1. Lines show the predictions of our model (see text) that is calibrated
using the simulation results of Glover & Mac Low (2011). The lines correspond
to simulations with different metallicities: Z = Z� (solid black lines), 0.3 Z�
(dashed magenta lines), and 0.1 Z� (dot-dashed red lines), and different UV
radiation fields: UMW = 10−4, 10−2, 1, 102, 104 (set of lines from top to bot-
tom). Our model predicts that at fixed AV the CO abundance varies strongly with
the interstellar radiation field, but not with metallicity—except at high visual
extinction, where the number density of carbon atoms in the gas, which scales
with Z, imposes an upper limit on the CO abundance.

(A color version of this figure is available in the online journal.)

consequence of H2 cross-shielding and can be understood from
Equation (12) as follows.

At a given AV a larger UV flux lowers the CO abundance,
hence A′

V < AV . The corresponding shielding columns NH2

and N ′
H2

are larger at lower metallicity (since AV is kept
fixed) and, due to the shape of the shielding function SH2 ,
the ratio SH2 (N ′

H2
)/SH2 (NH2 ) > 1 is larger at lower metal-

licity. From Equation (12) it can be seen that a larger ratio
SH2 (N ′

H2
)/SH2 (NH2 ) can be compensated by increasing UMW,

while AV and A′
V remain fixed. Hence, at a given AV , low-

ering of the CO abundance requires a larger UV field in the
low-metallicity case than at high metallicity. Thus, raising
the UV field (UMW > 1) leads to a larger CO abundance when
the metallicity is lower. Analogous argument shows that lower-
ing the UV field (UMW < 1) leads to a smaller CO abundance
when metallicity is lower. If dust were the only shielding
component, the CO abundance would only depend on AV and
not explicitly on metallicity.

Combining Equations (5)–(7) one gets (with T = 10 K)

τ10 
 5.9 × 10−17xCO

[
n̄HL

cm−2

] [
3 km−1 s

Δv

]


 1.1 × 105

[
3 km s−1

Δv

] [
Z�
Z

]
xCOAV . (14)

The CO optical depth τ10 increases rapidly with AV due to
the strong dependence of xCO on AV . Specifically, for Δv ∼
3 K km s−1 and UMW ∼ 1, τ10 varies between ∼10−3 Z�/Z,
∼Z�/Z, and ∼102 Z�/Z for AV = 1, 3, and 10, respectively.
We see that in this case the gas becomes optically thick to the CO
line emission for AV ∼ 3, almost independent of metallicity.
This is a significantly larger visual extinction compared with the
results from the PDR calculation by Wolfire et al. (2010) who
predict that τ10 = 1 should occur around AV ∼ 1.

With xCO and xH2 at hand, the column densities NCO and NH2

and the optical depth of the CO emission line τ10 can be derived
from Equation (5). The CO velocity integrated intensity WCO
can be calculated via Equation (2), if the brightness temperature
and the CO line width is given. We discuss the brightness
temperature in Section 2.3. Our simulations do not resolve the
velocity field within molecular clouds, hence we have to make a
sensible choice for line width Δv. We consider two possibilities.

1. The first case (constant line width) assumes that the velocity
width is constant and has a value typical of molecular
clouds in the Milky Way Δv = 3 km s−1. This ansatz
is motivated by the fact that our X-factor model is based on
ISM simulations of a fixed box size (20 pc) and 3 km s−1

is consistent with the observed size–line-width relation of
molecular clouds of such size (Larson 1981; Solomon et al.
1987; Heyer et al. 2009).

2. The second case (virial line width) assumes

Δv =
[
fgravGΣbar

L

2

]1/2

,

which is based on assumption that massive molecular
clouds are bound and close to energy equipartition or
even virialization (Solomon et al. 1987; Heyer et al. 2001;
Ballesteros-Paredes 2006). Here, fgrav is a constant of order
unity that depends on the density structure and geometry
of the cloud, its degree of virialization, and line-of-sight
projections. We assume fgrav = 1.

Equations (1) and (2) imply that XCO ∝ ΣH2 (for a constant
line width) and XCO ∝ Σ1/2

H2
(for a virial line width) in the

optically thick regime. These scalings bracket those computed
from detailed radiation transfer calculations of MHD GMC
simulations (Shetty et al. 2011b).

In Figure 2, we show the X-factor NH2/WCO as a function of
mean extinction, for different metallicities and radiation fields,
and for the case of a constant and virial line width scaling,
respectively. The main predictions of the model are as follows.

1. The X-factor depends on mean extinction AV . It reaches
a minimum at AV = 2–10 (depending on metallicity and
UV radiation field), roughly where the CO line becomes
optically thick (τ10 ≈ 1). It increases at higher and lower
values of AV . The increase at low AV is a consequence of
the much faster decline of the abundance of CO (compared
to H2) with decreasing dust column. At large AV , both
hydrogen and carbon are fully molecular, the CO emission
is saturated, and the X-factor increases simply due to the
increase of the H2 column density with AV . In fact, the
X-factor increases linearly with AV /Z, if we assume that
the CO line width and the excitation temperature remain
fixed, and with the square root of AV /Z if we assume a
virial scaling of the line width.

2. The X-factor at fixed AV increases with increasing UV field
in the optically thin and moderately optically thick regime
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Figure 2. X-factor of the J = 1 → 0 12CO transition as a function of mean extinction as predicted by our model (see text). Left: model predictions for a constant
CO line width Δv = 3 km s−1; right: for a virial scaling of the line width (see text). Symbols and lines are as in Figure 1. Solid black lines show the predictions
for different radiation fields (UMW = 10−4, 10−2, 1, 102, 104) in increasing order from bottom to top. The horizontal, dashed line indicates the canonical galactic
X-factor of XCO, MW = 2 × 1020 cm−2 K−1 km−1 s. The dotted line indicates the trend of X-factor with AV found in Glover & Mac Low (2011) for UMW = 1. The
thin dot-dashed line in the bottom right shows the expected scaling XCO ∝ AV when the 1–0 line is optically thick and the line width fixed.

(A color version of this figure is available in the online journal.)

of the CO line, e.g., for AV � 4 at Z = 0.1 Z� and for
AV � 8 at Z = 1 Z�, but it is insensitive to the UV field in
the highly optically thick regime.

3. For T = 10 K, Δv = 3 km s−1, and a UV field in the
range UMW = 0.01–100 the minimum of the X-factor
is at (0.7–1.1) × 1020 cm−2 K−1 km−1 (for Z = Z�),
(1.7–2.8) × 1020 cm−2 K−1 km−1 (for Z = 0.3 Z�), and
(4.5–6.3) × 1020 cm−2 K−1 km−1 (for Z = 0.1 Z�).
The minimum of the X-factor can be lowered further by
increasing the metallicity to super-solar.

4. The X-factor at fixed AV does not strongly depend on
metallicity at sufficiently low visual extinction. On the
other hand, XCO depends on metallicity at large AV in
our model because WCO is approximately constant in the
optically thick regime and a change in metallicity at fixed
AV corresponds to a change in NH2 (the gas is predominantly
molecular), and thus in XCO.

2.2. Simulations

A detailed description of the simulations can be found in
Gnedin & Kravtsov (2011). Here we repeat the main points for
the convenience of the reader, following closely Feldmann et al.
(2011).

All simulations are run with the Eulerian hydrodynamics
+ N-body code ART (Kravtsov et al. 1997, 2002) that uses
an adaptive mesh refinement technique to achieve high spatial
resolution in the regions of interest (here: regions of high bary-
onic density). First, we ran an initial cosmological, hydrody-
namical simulation down to z = 4. This simulation follows
a Lagrangian region that encloses five virial radii of a typical
L∗ galaxy (halo mass ∼1012 M� at z = 0) within a box of
6 comoving Mpc h−1. The mass of dark matter particles in the

high-resolution Lagrangian patch is 1.3×106 M�. We adopt the
following cosmological parameters Ωmatter = 0.3, ΩΛ = 0.7,
h = 0.7, Ωbaryon = 0.043, and σ8 = 0.9.

This initial, self-consistent simulation is consequently contin-
ued for an additional ∼600 Myr before it is analyzed, but now
with metallicities and UV fields fixed to a specific, spatially uni-
form value. At the end of each simulation the high-resolution
Lagrangian region contains one massive disk galaxy (halo mass
∼4.2 × 1011 M�) and several smaller galaxies. The spatial res-
olution is ∼60 pc in physical coordinates.

We have run a grid of simulations with six different
metallicities Z/Z� = 0.01, 0.03, 0.1, 0.3, 1.0, 3.0 and three
different values of the interstellar radiation field UMW =
0.1, 1, 100. We continued one of our simulations (Z/Z� = 1,
UMW = 1) for additional 400 Myr and found no significant
changes in the ISM properties. This indicates that the predic-
tions of our simulations should also hold for redshifts z � 3,
at least unless/until ISM properties change radically. In fact, in
the computation of the brightness temperature of the CO line we
use the z = 0 CMB temperature in order to compare the model
predictions with observations in the local universe. We have also
run additional simulations at solar metallicity and UMW = 1, but
with two times better and two times worse peak spatial resolu-
tion confirming that none of our results suffer strongly from
numerical resolution effects.

The simulations include a sub-grid model for star formation,
metal enrichment, supernova feedback (type Ia and type II),
and cooling by metal lines and H2. The molecular hydrogen
fraction fH2 is computed self-consistently, including a chemi-
cal network comprised of six species and RT of the UV con-
tinuum and the Lyman–Werner bands (Gnedin & Kravtsov
2011).
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2.3. Modeling the X-factor on Sub-grid Scales

We include the X-factor model in our numerical simulations
as follows.

First, we compute the mean visual extinction for a cell
given its metallicity, density, and an estimate of its line-of-sight
depth; see Equation (7). We then predict the mass-weighted CO
abundance xCO based on AV , metallicity, and UV radiation field
as described in Section 2.1. The H2 mass fraction can either
be taken directly from the cell (computed self-consistently with
the non-equilibrium chemical network and RT within ART)
or it can be computed from the table of Glover & Mac Low
(2011; ignoring its dependence on the UV field). While the first
approach is our default method, we arrive at similar predictions
for the X-factor in either case; see Section 3.1. Next, we convert
the mean abundances xCO and xH2 into column densities (see
Equation (6)) by multiplying the abundances by the Sobolev-
like length Lsob = ρ/|2∇ρ|. This procedure leads to more
reliable column density estimates compared with the use of
the cell size as the line-of-sight depth and also avoids a few
spurious artifacts related to the numerical resolution; see Gnedin
& Kravtsov (2011). Finally, we compute the CO intensity and
the X-factor of the cell via Equations (1)–(5).

The gas temperature T and the velocity width Δv, which
may both vary in space and time, enter the prediction of the
X-factor through Equations (2), (4), and (5). The temperature
that is measured in individual grid cells is an average temper-
ature over the unresolved thermal structure of the gas and thus
not necessarily a good estimator of the interior temperature of
a molecular cloud, for which observations indicate T ∼ 10 K
(e.g., Heyer et al. 2009). We therefore fix the gas temperature to
T = 10 K. Temperatures may increase in galaxies with strong
star bursts and with densities high enough to allow for heat
transfer between dust and gas via collisions (e.g., Stacey et al.
1991; Narayanan et al. 2011), but exploring this possibility is
beyond the scope of this paper. For Δv we consider the cases of
a constant line width and that of a virial line width scaling; see
Section 2.1.

3. THE X-FACTOR ON THE SCALES OF GMCs

3.1. Scaling with H2 Column Density

Figure 3 shows results of applying the X-factor model
described in the previous section to 12 numerical simulations
with constrained ISM properties ranging from Z = 0.03 Z� to
3 Z� and UMW = 0.1–100. All runs follow almost the same
XCO–NH2 relation at high column densities, but break off from
this asymptotic relation at a specific H2 column density. The
scaling of this asymptotic relation is XCO ∝ ΣH2 (constant line
width) and XCO ∝ Σ1/2

H2
(virial scaling) as expected. Note that

the dependence of AV on metallicity via Equation (7) is the
reason why this figure looks very different from Figure 2.

Figure 3 also shows that the UV radiation field has a
significant impact on the X-factor. However, it should be pointed
out that at fixed H2 column density the effect of a change of the
UV field by a factor 1000 can often be compensated by a less
than factor 2 change in metallicity.

Both the H2 column density at which the minimum of the
X-factor occurs and the corresponding minimal XCO value
decrease with increasing metallicity. More specifically, for a
simulation with Z� and a UV radiation field in the range
UMW = 0.1–100 XCO stays within a factor of two of the galactic
value XCO, MW = 2×1020 K−1 cm−2 km−1 s over a wide range of

H2 surface densities: 2.5×1021 cm−2 � NH2 � 2×1022 cm−2

for a constant CO line width and 2.5 × 1021 cm−2 � NH2 �
5 × 1022 cm−2 for a virial scaling, respectively. Assuming the
gas is fully molecular, the latter range in H2 column density
corresponds to a range in total gas mass surface density (incl. He)
∼50–1000 M� pc−2. This covers the range of surface densities
of GMCs found in a variety of studies, including those that
determine gas surface densities without the use of 12CO emission
(Larson 1981; Heyer et al. 2009; Roman-Duval et al. 2010;
Heiderman et al. 2010) and which are thus not biased due to
variations in XCO.

Hence, we conclude that the near constancy of the X-factor
among the GMC population in our Galaxy is caused by the coin-
cidence that for near solar metallicity XCO changes only weakly
within the typical range of GMC surface densities. However, the
figure clearly shows that XCO changes strongly with H2 surface
density if it is outside the range of ∼50–1000 M� pc−2, and
for higher or lower metallicities even within that range. Gener-
ally, at any metallicity, the X-factor is expected to vary with H2
column density unless either the H2 surface density distribution
in the ISM is very narrow (so that the dependence cannot be
studied) or limited to the nearly flat part in the XCO–NH2 curve
(the Milky Way coincidence; also cf. Shetty et al. 2011b).

While the dependence of XCO on metallicity is observationally
confirmed (see Section 3.3) the increase of the X-factor with
NH2 at large column densities is not yet clearly established.
Column density observations that are based on dust extinction
maps should provide a good way to test these predictions. For
instance, Table 5 of Heiderman et al. (2010) provides H2 column
density estimates both from 12CO and dust extinction maps.
If we assume that the latter is a reliable measure of the true
gas column density then the ratio of the two column densities
provides us with a measure of the X-factor in units of XCO, MW.
We include the X-factor derived in this way in Figure 3. A
weighted linear regression of such XCO–NH2 correlation9 results
in an exponent of 0.53 ± 0.14. Observations thus indicate an
increase of XCO with NH2 , consistent with a CO line width
that scales as Δv ∝ Σ1/2, although the data do not exclude a
somewhat steeper scaling.

Figure 3 also shows the predicted scatter of the X-factor
at fixed H2 column density. This scatter arises due to the
degeneracy between gas density and H2 fraction that result
in the same H2 column density, but which lead to different
predictions for xCO; see Equation (9). This scatter should be
treated as a lower limit on the actual scatter on such scales.
The scatter increases toward lower H2 column densities and
varies, for Milky Way like ISM conditions, between 0.3 dex at
NH2 ∼ 2 × 1021 cm−2, 0.2 dex at NH2 ∼ 3 × 1021 cm−2, and
<0.1 dex at NH2 � 5 × 1021 cm−2. This relatively small lower
limit (�0.3 dex) on the scatter of the X-factor is also consistent
with the notion of a nearly constant X-factor among galactic
GMCs.

Finally, comparing the left with the right column of Figure 3
we can check how the X-factor predictions depend on the chosen
H2 modeling. The left column uses the tabulated H2 fractions
of Glover & Mac Low (2011) and ignores any changes with the
UV radiation field, while in the right column the H2 fractions
and column densities are computed self-consistently with the
photochemical network in ART.

9 We only include data with extinction based H2 column densities in excess
of 1021.5 cm−3 in order to avoid including the “upturn” of the XCO–NH2
relation at low column densities in the fit; see Figure 3.
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Figure 3. X-factor vs. H2 column density on ∼60 pc scales as a function of metallicity and UV flux. Left column: model predictions using the tabulated H2 fractions of
Glover & Mac Low (2011). Right column: using H2 fractions computed via the photochemical network within the simulation. Top row: assuming a constant line width
(Δv = 3 km s−1); bottom row: analogous predictions assuming a virial line width scaling (Δv ∝ Σ1/2); see Section 2.3. The curves correspond to 12 cosmological
simulations with constrained ISM properties. The UV radiation field varies between UMW = 0.1 (dot-dashed lines), UMW = 1 (solid lines), and UMW = 100 (dashed
lines). The metallicity varies (from bottom to top; see legend) between Z = 3 Z�, Z = Z�, Z = 0.3 Z�, Z = 0.1 Z�, and Z = 0.03 Z�. Each curve connects the
median XCO for a given H2 column density. The 16th and 84th percentiles of the XCO distribution for UMW = 1 are shown by the gray shaded areas. The galactic
X-factor XCO, MW = 2 × 1020 K−1 cm−2 km−1 is indicated by a solid horizontal line. Circles with error bars show results for the Perseus and Ophiuchus clouds in
the Milky Way and should be compared with the Z ∼ Z� lines (Heiderman et al. 2010, their Table 5).

(A color version of this figure is available in the online journal.)

Differences in the H2 modeling lead to shifts along the 45◦line
since both XCO and NH2 depend on the H2 fraction. Specifically,
the use of ART-based H2 fractions versus using the tabulated
H2 fractions of Glover & Mac Low (2011) results in shifts of
∼0.2 dex. However, these differences are relatively minor and
in any case do not lead to qualitative changes of the results in
the paper.

3.2. A Parameterization of the X-factor

The dependence of XCO on H2 column density as well as on
WCO can be captured reasonably accurately (to typically within
<30%, except at low metallicities and/or H2 columns) by simple
parameterizations. In fact, an appropriate rescaling of XCO, NH2 ,
and WCO with metallicity and UMW removes most of the trends
shown in Figure 3 and results in a simple one-to-one relationship
between the rescaled variables; see Figure 4. We approximate
the relationships between the rescaled variables with a function

of the form

y = (1 + e−x/x)α(1 + e−1/xx)β,

which reduces to a power law with slope −α and β in the limit
x → 0 and x → ∞, respectively.

Specifically, in case of a constant CO line width, the scaling
between XCO and NH2 is well approximated by

y = (Z/Z�)0.8U−0.05
MW XCO/6.0 × 1019 cm−2 K−1 km−1 s,

x = (Z/Z�)0.83U−0.06
MW NH2/2.5 × 1021 cm−2,

α = 5.5, and β = 0.91.

For a virial scaling of the CO line width we find that

y = (Z/Z�)0.47U−0.025
MW XCO/1.1 × 1020 cm−2 K−1 km−1 s,

x = (Z/Z�)0.9U−0.065
MW NH2/2.2 × 1021 cm−2,

α = 5.5, and β = 0.445

provides a good approximation.
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Figure 4. Rescaled X-factor vs. rescaled H2 column density (left column) and rescaled CO intensity (right column) on ∼60 pc scales as a function of metallicity and
UV flux. Top row: model predictions of the X-factor assuming a constant line width (Δv = 3 km s−1); bottom row: analogous predictions assuming a virial line width
scaling (Δv ∝ Σ1/2). The solid red line shows an empirical approximation of the relation between the rescaled quantities. It approaches power-law behavior at low and
high H2 column densities and CO intensities, respectively; see the text. The rescaling of the X-factor, H2 column density, and CO intensity with a metallicity-dependent
factor removes most of the explicit metallicity dependence.

(A color version of this figure is available in the online journal.)

In a similar fashion, the scaling between XCO and WCO can
be approximated by

y = (Z/Z�)0.72XCO/6.0 × 1019 cm−2 K−1 km−1 s,

x = (Z/Z�)0.03WCO/75 K km s−1,

α = 0.78, and β = 11.5,

when a constant CO line width is assumed. In case of a virial
scaling we obtain

y = (Z/Z�)0.44XCO/1.25 × 1020 cm−2 K−1 km−1 s,

x = (Z/Z�)0.4WCO/30 K km s−1,

α = 0.78, and β = 0.88.

The parameterization of the relation between XCO and NH2

makes it straightforward to include our XCO model in numerical
simulations without the full modeling described in Section 2.1.
The relation between XCO and WCO may be used to convert

observed CO intensities into H2 column densities. This requires
that the observations reach a spatial resolution of ∼60 pc.

These power-law approximations do not provide the overall
scaling of the X-factor with metallicity for an ensemble of
molecular clouds with a variety of properties. For that we
need to marginalize over the H2 column density distribution
(or the distribution of CO intensities) which itself may depend
on metallicity. We will discuss this issue in more detail in the
next section.

3.3. Scaling with Metallicity

In Figure 5, we show how the X-factor scales with metallicity
and UV radiation field on ∼60 pc scales. A clear prediction
of our model is that XCO increases with decreasing metallicity
in the range Z ∼ 0.1–3 Z�. We compare our predictions with
observations of the X-factor based on infrared (IR) dust emission
by Leroy et al. (2011). These observations seem to indicate a
slightly steeper slope, but the deviation from our predictions is
within 1–2 standard deviations of the formal fit error and hence
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Figure 5. Dependence of the X-factor on metallicity and UV radiation field on ∼60 pc scales. The XCO predictions are based on cosmological simulations with
constrained ISM properties and assume a constant CO line width Δv = 3 km s−1 (left panel) and a virial line width scaling Δv ∝ Σ1/2 (right panel). The solid red,
green, and blue lines show the median X-factor of all cells above the CO sensitivity threshold, WCO = 0.2 K km s−1, for a UV radiation field of UMW = 0.1, UMW = 1,
and UMW = 100, respectively. The light shaded areas in red, green, and blue show the 16th and 84th percentiles of the X-factor distribution for UMW = 0.1, UMW = 1,
and UMW = 100, respectively. Magenta squares and green circles show X-factor measurements of individual molecular clouds by Leroy et al. (2011) and Bolatto
et al. (2008), respectively. Dot-dashed lines show observed scalings of XCO with metallicity by Wilson (1995) and Arimoto et al. (1996). The CO intensity threshold
WCO = 0.2 K km s−1 roughly corresponds to the 3σ intensity cut for the Small Magellanic Cloud in the sample of Leroy et al. (2011). The intensity threshold is
higher for other (more metal-enriched) galaxies in their sample, typically WCO ∼ 1 K km s−1. Applying this higher threshold has little impact on the median X-factor
for Z � 0.3 Z�, but it narrows the width of the X-factor distribution by ∼0.2 dex. The horizontal line at XCO, MW = 2 × 1020 K−1 cm−2 km−1 s corresponds to
XCO, MW, the canonical value of the galactic X-factor. On ∼60 pc scales there is no unique X-factor for a given Z and UMW, but rather a broad distribution with a
median that increases with decreasing metallicity and decreasing strength of the interstellar radiation field. Given the uncertainties and the scatter in the observational
data, the predictions of our X-factor model are consistent with direct measurements of XCO in molecular clouds.

(A color version of this figure is available in the online journal.)

not statistically significant. Our predictions also agree well with
the slopes and normalizations found in the studies by Wilson
(1995) and Arimoto et al. (1996).

Our model predicts that the X-factor decreases with increas-
ing UV field at sub-solar metallicity. A large UV field suppresses
molecular clouds with relatively low H2 column densities
(Feldmann et al. 2011) and, hence, clouds with large
X-factors. Note this happens despite the fact that the X-factor
at fixed H2 column density increases with UV field (at least for
Z � 0.1 Z�). This (moderate) UV dependence of the X-factor
may contribute to the rather low XCO values in some of the
GMCs observed by Leroy et al. (2011).

Figure 5 also shows estimates of the X-factor based on virial
masses from high-resolution CO maps by Bolatto et al. (2008).
These observations do not feature strong metallicity trends,
possibly due to the fact that they focus on CO bright clumps
and do not account fully for CO–dark molecular envelopes
around those clumps. The scatter in these observations is very
large. Interestingly, our X-factor model predicts a similarly large
scatter.

Our simulations therefore suggest that one should expect
significant variations in the X-factor even at fixed metallicity and
UV field. However, it is important to point out that the scatter
depends on the CO sensitivity limit, with higher sensitivity
(i.e., a lower limit) leading to a larger scatter. This result can
be easily understood from Figure 3 or Figure 4. Lowering a
sufficiently small sensitivity limit further will imply that more

regions with lower WCO (and hence lower NH2 and larger XCO)
are included in the analysis, hence increasing the overall scatter.
For instance, for Z = Z�, UMW = 1, and a WCO threshold of
>0.2 K km s−1 our simulations predict a scatter (defined as half
the distance between the 16% and 84% percentiles of log10 XCO)
of 0.45–0.5 dex, while it is 0.25–0.3 dex for WCO > 1 K km s−1.
The scatter is not strongly dependent on the interstellar radiation
field over most of the studied parameter range (UMW = 0.1–100,
Z/Z� = 0.1–1).

We can fit the increase of XCO with decreasing metallicity
with a pure power law, a dependence that is often assumed in
the literature,

log10 XCO = a1 log10(Z/Z�) + a0. (15)

We provide the fit parameters in Table 1. For instance, for
UMW = 1, WCO > 0.2 K km s−1, and in case of a virial scaling
of the CO line width the slope of the XCO–Z relation is −0.74.
What is determining this slope? Clearly, the slope of the XCO–Z
relation depends on the slope of the XCO–AV relation (see
Figure 2) and that of the AV –Z relation (see below).

In order to study the latter we show in Figure 6 the (volume-
weighted) probability distribution functions of the mean visual
extinction AV , the hydrogen column density NH, and H2 column
density NH2 of all ∼60 pc resolution elements above the CO
sensitivity limit 0.2 K km s−1. This figure demonstrates that
(1) the median NH increases with decreasing metallicity, (2) the
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Figure 6. Probability distribution functions of the mean visual extinction AV , the hydrogen column density NH, and the molecular hydrogen column density NH2 on
∼60 pc scales as measured in simulations of varying metallicity and radiation field (see legend). The solid black line shows the distribution of NH (bottom axis) and
AV (top axis) of all ∼60 pc regions with a CO velocity integrated intensity WCO greater than 0.2 K km s−1. The sharp fall-off at low column densities is a consequence
of the WCO sensitivity threshold. The dashed blue line shows the corresponding distribution of 2 × NH2 (bottom axis). All column density distributions are normalized
to an integral of unity over the plotted range. The vertical solid line indicates NH = 6 × 1021 cm−2 and the vertical dot-dashed line corresponds to AV = 2. An arrow
near the bottom axis shows the median of the NH and AV probability distribution. The median AV decreases with metallicity roughly as ∝ Z0.25–0.3 over the considered
metallicity range Z/Z� ∼ 0.1–1. Consequently, the median column densities of molecular clouds increase with decreasing metallicity.

(A color version of this figure is available in the online journal.)

Table 1
The Dependence of XCO on Metallicity on Scales of ∼60 pc

CO Line Width WCO Limit UMW a1 a0

3 km s−1 0.2 K km s−1 1 −0.87 20.49
3 km s−1 0.2 K km s−1 100 −0.79 20.41
3 km s−1 1 K km s−1 1 −0.81 20.40
3 km s−1 1 K km s−1 100 −0.71 20.39
Virial scaling 0.2 K km s−1 1 −0.74 20.46
Virial scaling 0.2 K km s−1 100 −0.53 20.40
Virial scaling 1 K km s−1 1 −0.56 20.42
Virial scaling 1 K km s−1 100 −0.43 20.41

Notes. The first three columns denote (1) the assumption about the scaling
of the CO line width that enters our model, (2) the minimum CO velocity
integrated intensity of a 60 pc scale resolution element in order not to be
excluded from the XCO distribution, and (3) the normalized strength of the
interstellar radiation field. The parameters of Equation (15), i.e., first-order fit
parameters between Z and the median of the XCO distribution, are provided in
the last two columns. The fit parameters are calculated using a least-squares fit
over the range 0.1 Z� � Z � 1 Z�.

median AV decreases with decreasing metallicity, and (3) the
peak in the H2 surface mass distribution coincides with the peak
in the hydrogen surface mass distribution. This latter point is a
statement of the fact that a large fraction of the gas that is
detectable in CO is hydrogen in molecular form. However, it is
noteworthy that there is a significant population of ISM regions
with relatively low NH2/NH (and hence low H2 mass fractions)

that still make it above the CO sensitivity limit, especially under
low Z and high UMW conditions.

A simple fit of the change of the median AV with Z over
the range Z/Z� = 0.1–1 gives AV ∝ Z0.25–0.3. In addition,
a comparison of the median AV in Figure 6 (e.g., AV ∼ 3
for Z = Z�, UMW = 1) with the XCO–AV relation, Figure 2,
shows that for such AV the XCO–AV relation has a negative
slope. Therefore, when the metallicity decreases, the median
AV decreases and the median X-factor increases.

A very different approach to the one presented in this paper
has been pursued by Krumholz et al. (2011). We call this ansatz
for modeling XCO, which is based on the results of PDR model
calculations by Wolfire et al. (2010), the Krumholz/Wolfire
(K/W) model and discuss it in more detail in Appendix A. The
X-factor in the K/W model is given by

XCO = XCO, 0e
4ΔAV /AV , (16)

where XCO,0 is a normalization constant (we use 1020 cm−2 K−1

km−1 s), ΔAV a (weak) function of metallicity of order unity,
and AV the mean visual extinction of the molecular cloud. An
important property of this model is that it does not contain an
explicit dependence on the interstellar radiation field and, fur-
thermore, the predicted XCO–AV relation is almost independent
of metallicity at fixed AV . Of course, in order to derive an XCO–Z
relation we need to specify AV (Z). In Krumholz et al. (2011), the
basic assumption is that all molecular clouds have very similar
column densities, resulting in AV ∝ Z. Under this assump-
tion the K/W model predicts a very steep XCO–Z relation; see
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hydrogen column densities three times larger. The dotted line corresponds to
the case that all molecular clouds have the same visual extinction AV = 4, i.e.,
that NH ∝ Z−1. The dot-dashed lines show XCO based on a K/W model variant
where solar metallicity molecular clouds have a column density of NH,0 and the
mean visual extinction scales as AV ∝ Z0.28. Finally, the solid green line with
crosses shows the result of plugging the K/W X-factor model into our set of
ART simulations with UMW = 1 and computing the X-factor in the same way
as done for Figure 5. The outcome is a significantly shallower scaling of the
X-factor with metallicity compared to models that assume a constant column
density of molecular clouds. In fact, it is reasonably close to the dot-dashed line
over the range Z/Z� ∼ 0.1–1 which uses the scaling of the median AV with
metallicity from the simulations; see Figure 6.

(A color version of this figure is available in the online journal.)

Figure 7. If, however, we post-process10 our set of ART simula-
tions with the ansatz (16), instead of using the X-factor model
presented in Section 2.1, we find a shallower dependence of the
X-factor on metallicity. Again, this can be understood based on
the fact that our simulations predict a weaker than linear scaling
of AV with metallicity. In fact, if we use NH ∼ 6 × 1021 cm−2

(for Z = Z�) and the scaling AV ∝ Z0.28, i.e., values based
directly on what we measure in the simulations, we find that
Equation (16) results in an XCO–Z relation similar to what we
get when we post-process our ART simulation suite with the
K/W model.

We note that the metallicity dependence of the X-factor has
nothing to do with the fact that there are fewer carbon atoms in
a gas of lower metallicity. We demonstrated in Figure 1 that the
CO abundance is a strong function of AV , but (at fixed AV ) not

10 We convert the density and metallicity of a simulation cell into a mean
visual extinction by multiplying with the Sobolev-like length Lsob; see
Section 2.3.

an explicit function of metallicity. The only exception occurs at
very large AV , but then the abundance does not matter because
the line is saturated. In our model the XCO–AV relation does
(somewhat) depend on Z for large, fixed AV due to the saturation
of the CO intensity which implies XCO ∝ NH2 ∝ AV /Z.
However, the XCO–Z relation does not change significantly if
this Z dependence is eliminated. Instead, as we have shown in
this section, on GMC scales the dependence of the X-factor on
metallicity is primarily a consequence of the metallicity scaling
of the mean visual extinction of molecular clouds above a given
CO detection limit.

3.4. Implications for Surface Densities of GMCs

Many galactic and extragalactic surveys assume a constant
value of the X-factor, close to the galactic conversion factor
XCO, MW = 2 × 1020 K−1 cm−2 km−1 s, to predict H2 masses or
column densities from 12CO data. This may introduce potential
biases in the inferred H2 column density distributions.

To address this question we show in Figure 8 the probability
distribution function of NH2 on ∼60 pc scales for simulations
with different metallicities and UV field strengths.

The solid black lines in each panel show the actual distribution
of H2 column densities as measured in the simulations, i.e.,
using the H2 density within each ∼60 pc resolution element
and converting it into a column density by multiplying it with
Lsob; see Section 2.3. The figure shows that an increase in the
UV interstellar radiation field has a significant effect on the NH2

distribution. Low H2 columns are suppressed and the peak of
the distribution narrows and shifts toward higher H2 column
densities due to the environmental dependence of the H i to H2
transition on UMW. The hydrogen column density distribution
is affected to a significantly smaller degree by a change in the
radiation field.

The dashed black lines in Figure 8 correspond to the H2
distribution after discarding all ∼60 pc regions with a CO ve-
locity integrated intensity below 0.2 K km s−1. This CO sen-
sitivity cut preferentially removes lines of sight with interme-
diate and low H2 column densities, e.g., NH2 � 1021 cm−2 for
Z = 1, UMW = 1, and leads to a much narrower and peakier
distribution.

The blue dot-dashed and red dotted lines in Figure 8 show the
inferred H2 column densities Nobs

H2
= XCO, MWWCO, i.e., those

derived by multiplying the CO integrated intensity with the
galactic conversion factor XCO, MW. Specifically, for a Milky
Way like ISM the inferred range11 of H2 column densities
(∼0.2 dex for a virial scaling, ∼0.05 dex for a constant CO
line width) is significantly smaller than the true width of the H2
column density distribution (∼0.7 dex). The peak position of
the true H2 column density distribution is at ∼1.3 × 1021 cm−2,
while the inferred distributions peak at ∼1 × 1022 cm−2.

In contrast to the actual H2 column density distribution, the
inferred H2 column density distributions do not change if a CO
intensity limit WCO > 0.2 K km s−1 is imposed, at least for
Nobs

H2
> 4 × 1019 cm−2. Hence, the much narrower range of

the inferred H2 density distributions and the bias toward higher
column densities is not the consequence of such a limit. Instead,
it arises due to the scaling of the X-factor with column density,
as we now demonstrate.

11 Measured as HWHM/
√

2 ln(2), where HWHM is the distance from the
peak to half the maximum at higher column densities.
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Figure 8. Probability distribution function of the H2 column density on ∼60 pc scales for simulations of varying metallicity and radiation field (see legend). The
column density distributions are normalized to an integral of unity over the plotted range. In each panel the solid black curve shows the actual H2 column density
distribution of all 60 pc regions in the simulation. The dashed black curve shows this distribution after discarding regions that have CO integrated intensities (according
to our X-factor model with a virial scaling of the CO line width) below 0.2 K km s−1. The dot-dashed blue (virial scaling) and dotted red (constant CO line width)
curves show the H2 column density distribution that is inferred from converting the CO emission as predicted by our X-factor model (see Section 2.1) into NH2 with
the help of the canonical X-factor XCO, MW = 2 × 1020 K−1 cm−2 km−1 s. We note that these inferred H2 density distributions do not change over the plotted range
depending on whether resolution elements with WCO < 0.2 K km s−1 are discarded, because any such element has Nobs

H2
= XCO, MWWCO < 4 × 1019 cm−2. The

increase of XCO with NH2 biases the inferred H2 column density compared to the actual H2 column density if a constant MW-like X-factor is assumed. This results in
an apparent narrowing of the H2 column density distribution and leads to a peak near 1022 cm−2.

(A color version of this figure is available in the online journal.)

The inferred H2 column density Nobs
H2

is given as

Nobs
H2

= XCO, MWWCO = NH2XCO, MW/XCO.

Figure 3 shows that in the optically thick regime the X-factor
can be approximated as

XCO = XCO, MW

(
NH2

1022 cm−2

)

for a constant CO line width, and as

XCO = XCO, MW

(
NH2

1022 cm−2

)1/2

for a virial scaling of the line width. Consequently the inferred
H2 column density is

Nobs
H2

= 1022 cm−2, and Nobs
H2

= (
1022 cm−2NH2

)1/2

for a constant line width and a virial scaling of the line width,
respectively.

In the optically thin regime the X-factor rises steeply (well
above XCO, MW) with decreasing column density and hence in
general Nobs

H2
< NH2 . This effect is particularly visible in high

UV, low-metallicity environments where the inferred (but not
the actual) H2 column density distribution has a significant tail
toward low H2 column densities.

The bias that we describe above adds another complication
to the intense discussion of whether molecular clouds have a
“constant mean surface density” (e.g., Kegel 1989; Scalo 1990;
Vazquez-Semadeni et al. 1997; Elmegreen 2002; Ballesteros-
Paredes & Mac Low 2002; Lombardi et al. 2010; Heiderman
et al. 2010; Lada et al. 2010). Observations, which are not based
on 12CO, and hence do not suffer from the mentioned bias,
demonstrate that it is true in a weak sense, namely as the lack of
a strong correlation of the mean surface densities of clouds with
their sizes or masses; see Figure 9. However, a stronger and
more controversial interpretation is that all clouds have very
similar mean surface densities. In fact, Lombardi et al. (2010)
find, based on extinction measurements of a small sample of
molecular clouds, that the mean surface densities are constant
with only ∼15% scatter if the cloud areas are defined by a fixed
extinction threshold (but cf. Gutermuth et al. 2011). Using a
similar approach Heiderman et al. (2010) find that the scatter is
∼30% if surface densities are measured above a fixed extinction
threshold of AV = 2.

How do these observations fit together with the result shown
in the top panel of Figure 8, namely that of a rather broad
distribution of H2 column densities, or with the observations of
significant variations in observed GMC surface densities shown
in Figure 9?

A hint to a possible solution is that the study of Lombardi et al.
(2010) finds an order of magnitude variation in the enclosed
mass (and consequently surface density) if the cloud mass is
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Figure 9. Mean gas surface density of molecular clouds as a function of cloud
mass from observations using non-12CO tracer. Larson (1981) combines data
from the literature, primarily 13CO observations, available at the time. It is thus a
rather heterogeneous compilation and shows a large scatter, but no obvious trend
of surface density with cloud mass. Recent 13CO surveys with larger statistics
and better resolution (Heyer et al. 2009; Roman-Duval et al. 2010) find a trend
of increasing surface density with cloud mass (or radius). These surveys also
find significant variations in the cloud surface density at fixed physical scale.
The LTE masses of Heyer et al. (2009) are multiplied by a factor of two as
suggested by the authors. Studies that derive gas surface density from extinction
maps show reduced scatter if the surface densities are measured above a fixed
extinction threshold (AV = 2 in Heiderman et al. 2010).

(A color version of this figure is available in the online journal.)

measured within an aperture of fixed size (and not within a fixed
AV contour). It is thus conceivable that the “constancy of the
mean surface density” is simply a matter of the identification
method12 of the molecular cloud and its characteristic properties.

Hence, surveys that either do not properly resolve the clouds
or measure masses at a fixed physical scale should find large
scatter in the mean surface densities. Since we measure the
surface densities on a fixed ∼60 pc scale we indeed expect to
see a rather broad distribution of H2 surface densities.

4. SPATIAL AVERAGING AND THE X-FACTOR
ON GALACTIC SCALES

Many extragalactic surveys use 12CO observations to infer
spatially averaged H2 column densities on ∼kiloparsec patches
of galaxies or even for galaxies as a whole (e.g., Kennicutt 1998;
Bigiel et al. 2008). In most cases a single, constant conversion
factor is assumed. In Section 3.3, we demonstrated and discussed
the dependence of the conversion factor on metallicity and
interstellar radiation field on GMC scales. We now discuss these
dependencies on larger averaging scales. A related question that
we want to address is how much the X-factor can vary around
its most typical value. Such variations arise from (1) the change

12 Clouds in the MW all have rather similar metallicities and a fixed extinction
threshold which thus corresponds to a fixed threshold of the local surface
density. Therefore, if molecular clouds had an approximately self-similar
(fractal) structure (Elmegreen & Falgarone 1996) or similar column density
distributions (cf. Ballesteros-Paredes et al. 2011), then the mean surface
density should scale with the local surface density of a given contour. This
does not necessarily mean that the surface density of the entire region that is
molecular is the same for each cloud.

of XCO with NH2 and (2) the scatter of XCO at fixed NH2 due to
the degeneracy with H2 fraction and hydrogen column density;
see Section 3.1.

We compute the X-factor on large scales as the volume-
weighted average13 of the small-scale ∼60 pc resolution ele-
ments,

〈XCO〉 = 〈NH2〉
〈WCO〉 =

∫
NH2dV∫ NH2
XCO

dV
,

i.e., the spatially averaged X-factor on scale l at a particular
point P in the simulation volume is computed as the ratio of the
sum of the column densities and the CO integrated intensities
of all ∼60 pc resolution elements within a box of extent l
centered on P.

Figure 10 shows the resulting XCO as a function of H2 column
density on 1 kpc and 4 kpc scales. Compared with Figure 3 the
spatial averaging on kpc scales and above reduces the variation
of XCO with NH2 , especially for low NH2 . For instance, at solar
metallicity and on kiloparsec scales, the X-factor changes by
less than a factor of two when NH2 changes by two orders of
magnitude between 1021 cm−2 and 1023 cm−2. In contrast, on
∼60 pc scales the corresponding change is a factor of ∼100.

This demonstrates that the median (or the mean) of the XCO
distribution becomes less dependent on NH2 as one goes to
larger scales, but it does not tell us much about the scatter of
XCO on such scales. We therefore show in Figure 11 the XCO
distribution on both �kiloparsec and on ∼60 pc scales. We only
include those 60 pc, 1 kpc, or 4 kpc ISM patches that have a CO
velocity integrated intensity of at least 0.2 K km s−1.

The figure highlights two important effects of spatial averag-
ing. First, the XCO distribution on �kiloparsec scales is consid-
erably narrower than the one measured on scales of GMCs. Also
the peak shifts toward higher XCO values. Second, the distribu-
tion of log10 XCO becomes more symmetric and bears a closer
resemblance to a normal distribution. Hence, even if XCO is not
constant on small scales and can, in fact, vary over an order of
magnitude or more, the spatial averaging ensures that variations
of the X-factor on � kiloparsec scales are much smaller. For
instance, the X-factor varies by typically less than a factor ∼2
around its peak value on �kiloparsec scales.

In Figure 12, we quantify the dependence of the X-factor
on metallicity and UV radiation field on 4 kpc scales. Similar
to the results on GMC scales (see Section 3.3) we find that
XCO is strongly metallicity dependent. However, the UV field
(in the range UMW = 0.1–100) now plays no important role.
This can be understood from the fact that a change in the
H2 column density distribution hardly affects the X-factor; see
Figure 10. The UV field becomes relevant only at Z < 0.1 Z�,
due to the decrease of the X-factor with increasing UV field at
fixed H2 column density for a low-metallicity ISM as discussed
previously.

The scaling of XCO with metallicity is close to a power law.
The parameters of a first-order fit (in log–log space) can be found
in Table 2. Quantitatively, the power-law exponent does not seem

13 The use of a volume average instead of an area average can be justified as
follows. First, cloud self-covering is presumably relatively small as the size of
each resolution element (∼60 pc) constitutes a significant fraction of the scale
height of the gas disk. Second, even clouds that do spatially overlap, e.g., in
lines of sight edge-on through a disk galaxy, likely have a large enough
velocity difference so that their CO intensities can be added. Since the former
problem only arises in (near) edge-on views the results in this section may be
safely interpreted in any case as predictions for sufficiently inclined (closer to
face-on) views on disk galaxies.
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Figure 10. X-factor vs. H2 column density on galactic scales. Top row: model predictions of the X-factor assuming a constant line width (Δv = 3 km s−1). Bottom
row: analogous predictions assuming a virial line width scaling (Δv ∝ Σ1/2); see Section 2.1. Left column: spatial averaging on scales of 1 kpc. Right column: spatial
averaging on scales of 4 kpc. The curves correspond to cosmological simulations with constrained ISM properties. The UV radiation field varies between UMW = 0.1
(dot-dashed lines), UMW = 1 (solid lines), and UMW = 100 (dashed lines). The metallicity varies (from bottom to top; see legend) between Z = 3 Z�, Z = Z�,
Z = 0.3 Z�, and Z = 0.1 Z�. Each curve connects the median XCO for a given H2 column density. The 16th and 84th percentiles of the XCO distribution for UMW = 1
are shown by light gray shaded areas (for Z = 3 Z� and Z = 0.1 Z�). The standard deviation of the average X-factor is shown by the dark shaded regions. Both
percentiles and standard deviation are only trustworthy if the given H2 column density bin contains five or more data points (indicated by filled circles). The galactic
X-factor XCO, MW = 2 × 1020 K−1 cm−2 km−1 is shown by a horizontal solid line. The X-factor on �kiloparsec scales depends primarily on metallicity and only
weakly on the H2 column density or the strength of the UV interstellar radiation field.

(A color version of this figure is available in the online journal.)

to be a strong function of spatial scale (compare with Figure 12
with Figure 3 and Table 1 with Table 2). The value of the power-
law exponent depends on assumptions about the CO line width
and the detection threshold in CO intensity. We typically find
power-law indices a1 for the median XCO–Z relation in the range
∼[−0.5,−0.8].

The power-law slope can be understood from the results
presented in Section 3.2. Since our galaxy models have a
homogeneous metallicity distribution, the metallicity rescaling
of XCO, NH2 , and WCO that removes most of the metallicity
dependence on small scales also works on galactic scales. In
fact, Figure 10 shows that XCO is almost independent of NH2

at fixed metallicity. Hence, y ∼ Zγ XCO (see Section 3.2) is
approximately independent of both Z and NH2 and, therefore,
XCO ∝ Z−γ . This scaling argument predicts a1 = −γ ∼ −0.8
in case of a constant CO line width and a1 ∼ −0.5 for a virial

Table 2
The Dependence of XCO on Metallicity on Scales of 4 kpc

CO Line Width WCO Limit UMW a1 a0

3 km s−1 0 K km s−1 1 −0.82 20.51
3 km s−1 0 K km s−1 100 −0.83 20.55
3 km s−1 0.2 K km s−1 1 −0.76 20.53
3 km s−1 0.2 K km s−1 100 −0.76 20.56
3 km s−1 1 K km s−1 1 −0.75 20.54
3 km s−1 1 K km s−1 100 −0.71 20.60
Virial scaling 0 K km s−1 1 −0.66 20.49
Virial scaling 0 K km s−1 100 −0.65 20.47
Virial scaling 0.2 K km s−1 1 −0.52 20.51
Virial scaling 0.2 K km s−1 100 −0.53 20.49
Virial scaling 1 K km s−1 1 −0.47 20.52
Virial scaling 1 K km s−1 100 −0.50 20.51

Note. As Table 2, but for spatial scales of 4 kpc.
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Figure 11. Distribution of XCO as a function of scale and ISM properties. Each panel corresponds to a simulation with constrained ISM properties (see legend).
Different lines correspond to different spatial averaging scales: 60 pc (solid black line), 1 kpc (dot-dashed blue line), and 4 kpc (dotted red line). Only patches of the
ISM with CO intensities above 0.2 K km s−1 are included in the plotted XCO distribution. The underlying X-factor model assumes a virial scaling of the CO line
width. The XCO distribution becomes narrower and more symmetric when measured on �kiloparsec averaging scales compared with GMC scales. Also the peak of
the distribution shifts toward larger values of XCO.

(A color version of this figure is available in the online journal.)
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Figure 12. Dependence of the X-factor on metallicity and UV radiation field on 4 kpc scales. The XCO predictions are based on cosmological simulations with
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the predictions of Genzel et al. (2011) or the K/W model (see Appendix A). The scaling is close to a power law with exponent −0.76 (constant CO line width) and
exponent −0.52 (virial line width scaling), respectively. Fit parameters are provided in Table 2.

(A color version of this figure is available in the online journal.)
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scaling. These expectations agree well with the ones obtained
from a direct fit (Table 2).

The metallicity dependence that we find is shallower than
the dependence expected from attributing offsets of z > 1
star-forming galaxies in the ΣH2 –ΣSFR relation merely to the
metallicity dependence of XCO (Genzel et al. 2011), which
requires a power-law index of ∼[−1.3,−1.9]. This could imply
that some part of the observed offsets is not due to XCO
variations, but, possibly, due to an actual deviation from the
ΣH2 –ΣSFR relation, as is observed more dramatically in mergers
(Genzel et al. 2010) or in local galaxies with high specific star
formation rates (Saintonge et al. 2011). A dependence of the
12CO2→1 (and/or 12CO3→2) to 12CO1→0 conversion factor on
metallicity may be an alternative possibility.

5. SUMMARY AND CONCLUSIONS

A proper physical interpretation of observational data based
on CO emission requires a thorough understanding and
modeling of the conversion factor, the X-factor, between molec-
ular hydrogen and the J = 1 → 0 emission line of carbon
monoxide. We presented a novel approach to study the proper-
ties of the X-factor based on a combination of high-resolution
(∼0.1 pc) MHD simulations of the ISM (Glover & Mac Low
2011) as a “sub-grid” model and gas distribution of ∼60 pc
scales derived from self-consistent cosmological hydrodynam-
ical simulations. This approach is feasible, because the spatial
resolution of our cosmological simulations (∼60 pc) is rea-
sonably well matched to the box sizes of the ISM simulations
(∼20 pc). In fact, this scale, which roughly corresponds to the
scale of GMCs, is a natural scale to separate physical processes
occurring on galactic and cosmological scales from those rele-
vant for star formation.

The main advantage of our approach is that it takes into ac-
count the complicated interplay of chemical evolution, heating,
and cooling in a turbulent ISM on small scales and is thus a step
forward compared to, e.g., one-dimensional steady state PDR
models or to ad hoc models of small-scale physics. A caveat is,
of course, that it also suffers from any inaccuracies or missing
physics in the underlying small-scale simulations, but we are
hopeful that these problems can be alleviated in the future. Our
approach extends previous work that study the X-factor on ISM
scales (e.g., Shetty et al. 2011a, 2011b) to galactic scales and
can be easily used in cosmological simulations, where all cell
properties (densities, metallicities, radiation fields) are known,
and thus provide self-consistent boundary conditions for the
sub-grid modeling.

The main predictions of our model and the main results of
this paper are as follows.

1. The X-factor on GMC scales depends sensitively on metal-
licity, dust extinction, H2 column density, while two orders
of magnitude variations of the UV radiation field lead only
to moderate changes of XCO at a fixed hydrogen column.
The changes in XCO are even smaller at a fixed H2 col-
umn density, because a higher UV field tends to reduce the
H2 column density at a given hydrogen column, which off-
sets to some extent the increase of XCO at fixed hydrogen
column.

2. In galaxies with solar metallicity the X-factor on GMC
scales is predicted to be ∼(2–4) × 1020 K−1 cm−2 km−1 s
(variations due to dependence of XCO on NH2 ), in agreement
with the canonically assumed galactic conversion factor,
for a wide range of gas column densities (∼50–500 M�)

and with relatively small scatter at fixed NH2 (<0.3 dex).
Our model also predicts an increase of the X-factor with
decreasing metallicity that is in quantitative agreement with
direct measurements of XCO from IR dust emission.

3. The simulations predict relatively broad H2 column density
distributions with a peak around ∼30–100 M� pc−2 for an
ISM with solar metallicity.

4. We show that GMC column densities inferred from 12CO
(J = 1 → 0) observations via a constant galactic conver-
sion factor are biased toward higher column densities and
show a strong peak in their distribution; see Figure 8. In
addition, such an approach makes the spurious prediction
of many lines of sight with low H2 columns in ISM regions
that are exposed to a large UV field. These observational
biases are a consequence of relying on a constant galac-
tic conversion factor that ignores the scaling of XCO with
H2 column density.

5. Spatial averaging, from GMC to ∼kiloparsec scales (and
beyond), decreases the dependence of XCO on the H2 (or
total gas) column and the scatter in the X-factor. The column
density dependence only remains at very low or large H2
columns; see Figure 10. The UV radiation field plays only
a small role on ∼kiloparsec scales, and hence, to a good
approximation, the metallicity is the primary driver of the
X-factor on �kiloparsec scales.

6. On kiloparsec scales and above the X-factor scales with
metallicity approximately as a power law with an exponent
in the range [−0.5,−0.8], depending on assumptions about
the CO line width and the applied CO intensity detection
threshold. The power-law exponent on GMC scales is
similar [−0.5,−0.9].

Recent CO emission studies (Daddi et al. 2010a, 2010b;
Genzel et al. 2010; Tacconi et al. 2010; Emonts et al. 2011)
have improved our knowledge of the relation between star
formation and its fuel, molecular gas, out to redshift 3. With
instruments of the next generation, e.g., the square kilometer
array, it will further be possible to detect CO bright gas at even
higher redshifts. Going back in time these galaxies presumably
differ strongly in their properties from their present-day (or even
their z ∼ 1–3) counterparts. Since all these studies observe CO
we need to understand whether this gives unbiased estimates of
the H2 density in the environments probed by the observations.
Hence, a clear understanding and precise modeling of the
systematic trends of the X-factor with metallicity and H2 column
density (among other factors) will remain a crucial challenge in
order to properly interpret these future observations.
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APPENDIX A

THE KRUMHOLZ/WOLFIRE MODEL

In this section, we give a short outline of the Krumholz/
Wolfire (K/W) X-factor model and compare its predictions with
those presented in Section 2.1. The K/W model was introduced
by Krumholz et al. (2011) and is largely based on the results of
PDR simulations by Wolfire et al. (2010).

The latter authors studied the case of a spherical cloud with an
overall 1/r density profile embedded in an isotropic radiation
field. The cloud consists of cold (T <300 K) gas clumps of
density nc that contain most of the cloud mass and a warm
(T ∼ 8000 K) interclump medium with large volume filling
factor. For a given mean visual extinction AV , metallicity Z, and
impinging radiation field UMW Wolfire et al. compute (1) the
radius RCO at which the optical depth of the J = 1 → 0
transition to the cloud surface is unity and (2) the radius RH2

at which the H2 mass fraction is 50%. Hence, they arrive at a
prediction for the ratio between the cloud mass within RH2 and
the cloud mass within RCO:

M(<RH2 )

M(<RCO)
= exp(4 [0.53 − 0.045 ln(UMW/nc[cm−3])

− 0.097 ln(Z/Z�)]/AV ). (A1)

The dependence of the mass ratio on UMW/nc[cm−3] can be
eliminated with some additional modeling (Krumholz et al.
2008, 2009):

UMW/nc[cm−3] = 0.044(1 + 3.1[Z/Z�]0.365)/4.1. (A2)

Based on the expression for the mass ratio it is now possible to
construct a simple estimate for the X-factor

XCO = NH2

WCO
= MH2

LCO
= 0.76

M(<RH2 )

M(<RCO)

M(<RCO)

LCO
,

where LCO is the CO luminosity and the factor 0.76 accounts
for the presence of helium in the cloud. Observations of
CO bright regions indicate that the last factor is roughly
independent of the cloud environment, i.e., metallicity and
radiation field (Bolatto et al. 2008), but one should keep in
mind that the observed scatter is large. Hence, for clouds
that contain CO optically thick sub-regions (for optically thin
clouds the last factor is undefined and the method breaks) the
X-factor should scale with M(<RH2 )/M(<RCO). We fix the
normalization by enforcing that XCO ∼ XCO, MW for a nucleon
column density Nn = NH/0.76 = 1022 cm−2 (∼80 M� pc−2)
and Z = Z�:

XCO = 1020 M(<RH2 )

M(<RCO)
[cm−2 K−1 km−1 s]. (A3)

The K/W model, defined by Equations (A1)–(A3), provides an
estimate of XCO as a function of AV and metallicity.

Figure 13 shows the predictions of the K/W model. The
X-factor depends primarily on visual extinction, i.e., at a fixed
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Figure 13. X-factor of the J = 1 → 0 12CO transition as a function of mean
extinction in the K/W model. The solid, dashed, and dot-dashed gray lines are
the predictions of the K/W model for solar, 0.3 solar, and 0.1 solar metallicity,
respectively. Filled circles and diamonds show the predicted X-factor for a
nucleon column density Nn = NH/0.76 = 7.5 × 1021 cm−2 (∼60 M� pc−2)
and 1.5 × 1022 cm−2 (∼120 M� pc−2), respectively. The other symbols show
the results of driven turbulence, magnetohydrodynamic simulations presented
in Glover & Mac Low (2011). The star symbols correspond to a simulation
without UV radiation, the other symbols are for simulations with UMW = 1,
see Figure 2. The horizontal, dashed line indicates the galactic X-factor
XCO, MW = 2 × 1020 cm−2 K−1 km−1 s. The dotted line indicates the trend of
X-factor with AV found in Glover & Mac Low (2011) for UMW = 1. The thin
dot-dashed line in the bottom right shows the expected scaling XCO ∝ AV when
the CO line is optically thick and the line width fixed. For a Milky Way like
ISM (UMW = 1, Z = Z�), the predictions of the K/W model agree reasonably
well with the results of the ISM simulations by Glover & Mac Low (2011)
and, hence, with the predictions of our X-factor model presented in Section 2.1,
except possibly at AV < 0.4 and AV > 10. However, the K/W model, which
is not explicitly dependent on the strength of the UV field, differs noticeably
from the predictions of our X-factor model for UMW �= 1. Also, it differs from
the results of the no UV field run by Glover & Mac Low (2011).

(A color version of this figure is available in the online journal.)

visual extinction the dependence on metallicity is relatively
weak. Quantitatively, at UMW = 1, it agrees nicely with the
results from the ISM simulations by Glover & Mac Low (2011)
over the visual extinction range 0.4 � AV � 2 and thus with the
results of our model presented in Figure 2 over such a range. A
noticeable difference between the K/W model and our X-factor
model appears at high visual extinction. Here, the K/W model
predicts roughly constant X-factor at AV > 3, asymptotically
approaching ∼1020 cm−2 K−1 km−1 s, while our model predicts
that the X-factor should depend on metallicity (the precise
scaling depends on assumptions about the CO line width). We
note that the simulations by Glover & Mac Low (2011) are also
indicative of such a metal-dependent scaling (see also Shetty
et al. 2011b). The other main difference between the K/W model
and our model is that the X-factor in the K/W model is not
explicitly dependent on the strength of the interstellar radiation
field, while in our model the X-factor varies significantly with
UMW at a fixed visual extinction, especially at AV � 3.

In order to provide XCO as a function of metallicity alone, a
further, and crucial, assumption about the visual extinction of
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Figure 14. CO shielding factors that enter the X-factor model (Section 2.1) via Equation (12) for four different ISM conditions: (from top left to bottom right) Z = Z�
& UMW = 1, Z = Z� & UMW = 100, Z = 0.1 Z� & UMW = 1, and Z = 0.1 Z� & UMW = 100. Shown are the shielding factors S for dust shielding (dashed blue
line), H2 cross-shielding (dot-dashed red line), CO self-shielding (dotted green lines), and the total shielding (product of the former three). S = 0 (or (1 − S)/S = ∞)
corresponds to complete shielding from the UV interstellar radiation field, S = 1 (or (1 − S)/S = 0) is the no shielding case. The horizontal solid black line indicates
S = 0.5. The vertical dashed (dot-dashed) line indicates the visual extinction that corresponds to a dust optical depth (optical depth in the CO J = 1–0 line) of unity.
The overall shielding of CO is dominated by dust shielding.

(A color version of this figure is available in the online journal.)

molecular clouds has to be made. M. R. Krumholz et al. (2011,
private communication) assume that the nucleon column density
of all molecular clouds is ∼7.5 × 1021 cm−2 and, therefore, that
the visual extinction of molecular clouds scales with metallicity
AV ∝ Z. Figure 13 explains why this assumption leads to a
very steep increase of the X-factor with decreasing metallicity.
If the column densities of molecular clouds were, e.g., two
times larger (∼1.5 × 1022 cm−2) a two times lower metallicity
would be required to reach the same X-factor, resulting in a

less steep XCO–Z relation over the observed metallicity range
Z ∼ 0.1–1 Z�. Hence, the slope14 of the XCO–Z relation as
predicted by the K/W model depends on assumptions about the
average column densities of molecular clouds.

Also, it is not entirely obvious why typical column densi-
ties of molecular clouds should not increase with decreasing

14 Strictly speaking, the XCO–Z dependence in the K/W model does not obey
a power law, but it can be fit with such a relation over a limited range in
metallicities.
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metallicities in order to compensate to some extent for the loss
in shielding. Observations of constant mass surface densities in
CO bright clumps, such as found by Bolatto et al. (2008), do
not rule out this possibility since at low metallicity most of the
column density may stem from CO-dark molecular gas or even
from atomic hydrogen surrounding those clumps. Consequently,
if the typical visual extinction of molecular clouds detectable in
CO does not scale linearly with metallicity, the X-factor will in-
crease more gradually with decreasing metallicity. For instance,
in the extreme case that all CO detectable clouds have similar
visual extinction, the K/W model would predict that XCO varies
only very weakly with metallicity.

APPENDIX B

SHIELDING FUNCTIONS

The X-factor has been measured by Glover & Mac Low
(2011) for UMW = 1, but not for any other non-vanishing
radiation field. The model presented in Section 2.1 arrives at
an estimate of the CO abundance for UMW �= 1 based on
the assumption of photodissociation equilibrium of CO. This
approach, Equation (12), takes various mechanisms into account
that shield CO from the interstellar radiation field. Here we show
these shielding factors explicitly for different ISM conditions
and as a function of the mean visual extinction AV .

We compute for each AV , Z, and UMW the CO abundances
using the model in Section 2.1, and the H2 abundances according
to the fitting formula in Gnedin & Kravtsov (2011). Gas densities
are obtained from AV and Z assuming a line-of-sight length of
20 pc. We then convert CO and H2 abundances into shielding
column densities by multiplying them with the coherence length
Lc = 1 pc. Finally, we use the tabulated shielding functions of
Lee et al. (1996) to calculate the corresponding shielding factor
as a function of AV . Note that the CO self-shielding factor is
only known a posteriori, i.e., after Equation (12) is solved for
the CO abundance.

Figure 14 shows the different shielding contributions. For a
sufficiently small coherence length (Lc � 1 pc), the shielding
is dominated by dust shielding.
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