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ABSTRACT

We combine a cosmological reionization simulation with box size of 100 h−1 Mpc on a side and a Monte Carlo
Lyα radiative transfer code to model Lyα Emitters (LAEs) at z ∼ 5.7. The model introduces Lyα radiative transfer
as the single factor for transforming the intrinsic Lyα emission properties into the observed ones. Spatial diffusion
of Lyα photons from radiative transfer results in extended Lyα emission and only the central part with high
surface brightness can be observed. Because of radiative transfer, the appearance of LAEs depends on density
and velocity structures in circumgalactic and intergalactic media as well as the viewing angle, which leads to a
broad distribution of apparent (observed) Lyα luminosity for a given intrinsic Lyα luminosity. Radiative transfer
also causes frequency diffusion of Lyα photons. The resultant Lyα line is asymmetric with a red tail. The peak
of the Lyα line shifts toward longer wavelength and the shift is anti-correlated with the apparent-to-intrinsic Lyα
luminosity ratio. The simple radiative transfer model provides a new framework for studying LAEs. It is able to
explain an array of observed properties of z ∼ 5.7 LAEs in Ouchi et al., producing Lyα spectra, morphology, and
apparent Lyα luminosity function (LF) similar to those seen in observation. The broad distribution of apparent Lyα
luminosity at fixed UV luminosity provides a natural explanation for the observed UV LF, especially the turnover
toward the low luminosity end. The model also reproduces the observed distribution of Lyα equivalent width
(EW) and explains the deficit of UV bright, high EW sources. Because of the broad distribution of the apparent-
to-intrinsic Lyα luminosity ratio, the model predicts effective duty cycles and Lyα escape fractions for LAEs.
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1. INTRODUCTION

More than four decades ago, Partridge & Peebles (1967) pro-
posed that prominent Lyα emission reprocessed from ioniz-
ing photons of young stars in galaxies can be used to detect
high-redshift galaxies. The first successful detections of high-
redshift Lyα emitting galaxies, or Lyα emitters (LAEs), were
made ∼30 years later (e.g., Hu & McMahon 1996; Cowie & Hu
1998; Dey et al. 1998; Hu et al. 1998, 1999). Recently, important
advances have been made on the observational front to detect
LAEs at z � 6 (e.g., Hu et al. 1998, 2002, 2004, 2005, 2006;
Rhoads et al. 2003; Malhotra & Rhoads 2004; Horton et al. 2004;
Stern et al. 2005; Kashikawa et al. 2006; Shimasaku et al. 2006;
Iye et al. 2006; Cuby et al. 2007; Ouchi et al. 2007, 2008; Stark
et al. 2007a; Nilsson et al. 2007; Willis et al. 2008; Ota et al.
2008).

LAEs can be efficiently detected through narrowband imag-
ing or with integral-field-units (IFU) spectroscopy. Owing to
the high efficiency of target detection, LAEs naturally become
objects for large surveys of high-redshift galaxies. Besides pro-
viding clues to the formation and evolution of galaxies at the
time when the universe was still young, LAEs are an impor-
tant tracer of the large-scale structure. The clustering of LAEs
may be used to constrain cosmological parameters. In particular,
the large-volume surveys such as the Hobby–Eberly Telescope
Dark Energy Experiment (HETDEX; Hill et al. 2008) will en-
able the detection of the baryon acoustic oscillations (BAO)
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features (e.g., Eisenstein et al. 2005) in the LAE power spec-
trum. The BAO and the shape of the power spectrum can be
used to measure the expansion history of the universe at early
epochs (z ∼ 3), which constrains the evolution of dark energy
and the curvature of the universe.

LAEs are also a key probe of the high-redshift intergalactic
medium (IGM), especially across the reionization epoch. The
use of LAEs to learn about reionization has been the subject
of intense study (e.g., Miralda-Escudé & Rees 1998; Miralda-
Escudé 1998; Haiman & Spaans 1999; Santos 2004; Haiman
& Cen 2005; Dijkstra et al. 2007a; Wyithe & Cen 2007).
Suitably devised statistics, including luminosity function (LF)
and correlation functions of LAEs, can be used to constrain
the neutral fraction of the IGM during reionization (Malhotra
& Rhoads 2004; Haiman & Cen 2005; Kashikawa et al. 2006;
Furlanetto et al. 2006; Dijkstra et al. 2007b; McQuinn et al.
2007; Mesinger & Furlanetto 2008; Iliev et al. 2008; Dayal
et al. 2008, 2009). By comparing the LFs of z ∼ 5.7 and z ∼ 6.5
LAEs, Malhotra & Rhoads (2004) conclude that reionization
was largely complete at z ∼ 6.5 (also see Dijkstra et al. 2007b).
McQuinn et al. (2007) show that, with the angular correlation
function of the 58 available z ∼ 6.6 LAEs in the Subaru Deep
Field (Kashikawa et al. 2006), limits may be placed on the IGM
neutral fraction, favoring a fully ionized universe at z ∼ 6.6.

However, none of the previous work of LAEs mentioned
above used reionization simulations with concurrent treatment
of hydrodynamics plus radiative transfer of ionizing photons and
Lyα photons. Hydrodynamic and radiative transfer simulations
provide realistic neutral gas distributions, and Lyα radiative
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transfer yields detailed properties of the Lyα emission. Realistic
Lyα radiative transfer calculations have been applied to high-
redshift LAEs in cosmological simulations (e.g., Tasitsiomi
2006). The application, however, is limited to a few individual
sources, which do not form a sample for statistical study.

McQuinn et al. (2007) and Iliev et al. (2008) studied a sample
of LAEs in reionization simulations with cosmological volume.
However, the radiative transfer of Lyα photons is treated in
a simplistic way in their study: the observed Lyα spectrum
is modeled as the intrinsic line profile modified by exp(−τν),
where τν is the optical depth at frequency ν along the line of
sight. Although this exp(−τν) model can yield insights into
the properties of the observed Lyα emission, such as the effect
of IGM on the observability of LAEs, it is far from a complete
description of the radiative transfer of Lyα photons. First, during
the propagation, Lyα photons experience frequency diffusion,
which is neglected by the simple exp(−τν) model. The exp(−τν)
model removes Lyα photons at a given frequency according
to the Lyα optical depth, and no frequency change occurs
for any Lyα photon; therefore, it does not yield correct Lyα
spectra. Second, the simple exp(−τν) model does not account
for the spatial diffusion of Lyα photons either. LAEs in this
model appear as point sources in Lyα and there is no surface
brightness information. Even if Lyα photons start from a point
source, spatial diffusion due to radiative transfer would lead to
an extended source. Observationally, LAEs indeed appear to be
extended and they are defined by a surface brightness threshold
in the narrowband image (e.g., Ouchi et al. 2008). Therefore,
although the simple exp(−τν) model may provide useful insight,
it likely falls short for predicting the detailed properties of the
observed Lyα emission from LAEs.

To correctly understand high-redshift LAEs and use them for
cosmological study, a full calculation of radiative transfer of Lyα
photons for a large sample of LAEs in cosmological reionization
simulation is necessary, as will be evident later. In this work,
we aim to perform detailed radiative transfer calculation of Lyα
photons (Zheng & Miralda-Escudé 2002) from LAEs in a self-
consistent fashion through radiation-hydrodynamic reionization
simulations (Trac et al. 2008). For this paper, we focus on
studying statistical properties of z ∼ 5.7 LAEs and show how
the radiative transfer calculation aids our understanding of the
observed properties of LAEs. The clustering properties of LAEs
from this study will be presented in another paper (Paper II:
Zheng et al. 2010). The paper is organized as follows. In
Section 2, we review the cosmological reionization simulation
used in this work and in Section 3, we describe the Lyα radiative
transfer calculation. In Section 4, we study in details the Lyα
emission from an individual source chosen from the simulation
box to gain a general view of the effect of Lyα radiative transfer
on the appearance of LAEs. Then, we present the statistical
properties of LAEs in Section 5, including their spectra and
luminosity, from our modeling of an ensemble of sources in
the simulation box. We compare our modeling results with
observations for z ∼ 5.7 LAEs and discuss the implications
in our understanding of LAEs in Section 6. Section 7 is devoted
to identifying important physical factors in shaping the observed
Lyα emission of LAEs. We summarize and discuss the results in
Section 8.

2. RADIATION HYDRODYNAMIC SIMULATION OF
COSMOLOGICAL REIONIZATION

In this work, we perform a Lyα radiative transfer calculation
to model LAEs. The sources and physical properties of gas

are taken from the outputs of a cosmological reionization
simulation.

The cosmological simulation (Trac et al. 2008) models cosmic
reionization by using a hybrid approach to solve the coupled
evolution of the dark matter, baryons, and radiation (Trac &
Pen 2004, 2006; Trac & Cen 2007). First, a high-resolution
N-body simulation was run, with 30723 dark matter particles on
a mesh of 11,5203 cells in a box of 100 h−1 Mpc (comoving) on
a side, and collapsed dark matter halos were identified on the fly.
These halos are the sites to form sources of ionizing photons.
The high resolution and large box size of the simulation make it
possible to resolve small-scale structures and to reduce sample
variance for source statistics.

Hydrodynamics and radiative transfer of ionizing photons
are simulated with moderate resolution (equal numbers, 15363,
of dark matter particles, gas cells, and adaptive rays). Within
the limits of available computational resources, the multi-grid
approach adopted in the simulation maximizes the resolu-
tion of the individual numerical components (gas and radia-
tion) in order to model the corresponding physics adequately.
The initial conditions are the same as in the high-resolution
N-body simulation, and the high-resolution simulation is used
only to generate a catalog of halos at each redshift step and to
obtain the list of sources of ionizing radiation. These sources
for the ionizing photons are then used in the lower resolution
simulation. The sources are assumed to be Population II stars
from starbursts (Schaerer 2003), and they are related to halos
according to the prescription for star formation and emitted ra-
diation in Trac & Cen (2007). For each gas cell, the incident
radiation flux is used to solve the temperature and ionization
structure of each cell. For more details about the simulation, see
Trac & Cen (2007) and Trac et al. (2008).

The simulation adopts a spatially flat ΛCDM cosmological
model with Gaussian initial density fluctuations, and the cosmo-
logical parameters are consistent with the Wilkinson Microwave
Anisotropy Probe (WMAP) 5-year data (Dunkley et al. 2009):
Ωm = 0.28, ΩΛ = 0.72, Ωb = 0.046, h = 0.70, ns = 0.96, and
σ8 = 0.82.

3. Lyα RADIATIVE TRANSFER CALCULATION

The outputs of the above simulation form the basis for
computing the radiative transfer of Lyα photons and studying
LAEs. The radiative transfer of the resonance Lyα line has been
a subject of intense study (e.g., Hummer 1962; Auer 1968;
Avery & House 1968; Adams 1972; Harrington 1973, 1974;
Neufeld 1990, 1991; Loeb & Rybicki 1999; Ahn et al. 2000,
2001, 2002; Zheng & Miralda-Escudé 2002; Dijkstra et al.
2006; Hansen & Oh 2006; Tasitsiomi 2006; Verhamme et al.
2006; Laursen et al. 2009; Pierleoni et al. 2009). Owing to
the complex nature of the geometry and gas distribution in the
cosmological realization we study, the Monte Carlo method of
solving the Lyα radiative transfer becomes the natural choice.
We use the Monte Carlo code developed in Zheng & Miralda-
Escudé (2002), modified to use the simulation output, to solve
the Lyα radiative transfer in this study. This code has also been
applied to study the fluorescent Lyα emission from the IGM in
a hydrodynamic simulation (Kollmeier et al. 2010).

The code works as follows.

1. For each Lyα photon, its initial position is drawn according
to the emissivity distribution in the box (a superposition of
point sources in the case presented in this paper, see below).
The initial frequency of the photon follows the Gaussian
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distribution determined by the halo virial temperature (see
below) in the rest frame of the fluid at the photon’s position
and its direction is randomly distributed.

2. An optical depth is then drawn from an exponential dis-
tribution. The spatial location along the chosen direction
corresponding to this optical depth is determined from the
distributions of neutral hydrogen density, fluid velocity, and
temperature along this direction.

3. At this location, the Lyα photon encounters a scattering.
The frequency and direction after the scattering are com-
puted in the rest frame of the hydrogen atom and then
transferred back to the laboratory frame.

4. With the new frequency and direction, steps (2)–(4) are
repeated until the photon escapes from the system (see
below).

Lyα photons are collected onto a three-dimensional (3D) ar-
ray, which records the Lyα spectra at each projected spatial
location. At each scattering, as well as at the initialization,
the possibility that the Lyα photon escapes along the obser-
vational direction is computed and added into the array. In
the end, the output array of the Monte Carlo Lyα radiative
transfer code forms an IFU-like data cube. Lyα spectra (either
1D or 2D) can be extracted from this data cube and Lyα im-
ages can be obtained by collapsing the data cube along the
spectral direction. For more details of the radiative transfer
calculation, we refer the readers to Zheng & Miralda-Escudé
(2002).

In this paper, we focus on the simulation output at z ∼ 5.7.
The reionization is complete by that time in the simulation and
the neutral hydrogen fraction is about 9 × 10−5 in the IGM. The
neutral hydrogen density, temperature, and peculiar velocity
fields in the simulation box are stored in a 7683 grid, which
feeds to the Lyα radiative transfer code. The Hubble flow is
added to the velocity field. LAEs are modeled to reside in
dark matter halos. The positions and velocities of LAEs are
from the halo list. To reduce source blending in the Lyα image
and spectra, Lyα photons are collected with a spatial resolution
finer than the above grid, with each grid resolved by 82 =
64 pixels. The size of each pixel corresponds to 16.3 h−1 kpc
(comoving) or 0.′′58. The resolution of the 7683 grid for gas
properties used in the Lyα radiative transfer calculation is a
factor of 2 lower than in the hydrodynamical simulation, as
a result of computational efficiency consideration. The slight
smoothing of gas fields may cause a smoothing effect in Lyα
surface brightness profile. However, since we use a finer grid to
collect Lyα photons and Lyα sources are initially point sources
(see below), the smoothing in Lyα image is expected to be much
weaker than the smoothing in gas properties.

The whole simulation box is divided into three layers along
the line of sight, with the volume of each layer being 100 × 100
× 33.33 h−3 Mpc3. The depth of each layer, 33.33 h−1 Mpc, is
close to the width of the narrowband filter used to search for
z ∼ 5.7 LAEs in the 1 deg2 field of the Subaru/XMM-Newton
Deep Survey (SXDS), and the area is almost identical to that of
the survey as well (Ouchi et al. 2008). Therefore, we have three
SXDS-like volumes at z ∼ 5.7. For each layer, the output array
on which the Lyα photons are collected has a total range of 24 Å
(rest frame) along the spectral direction, a width large enough
to cover the Hubble expansion plus the peculiar velocities in the
33.33 h−1 Mpc width of each layer. The spectral resolution is
set to be 0.1 Å (rest frame), corresponding to 25 km s−1. As a
whole, the Lyα radiative transfer results for each layer are saved
in an array of dimension 6144 × 6144 × 240.

We perform the Lyα scattering calculation for all the halos
above 5×109 h−1 M�. Assuming ∼2/3 of ionizing photons are
converted to Lyα photons (case-B recombination; Osterbrock
1989) and a Salpeter (1955) initial mass function (IMF), the
intrinsic Lyα luminosity Lintrinsic is related to the star formation
rate (SFR) as (Furlanetto et al. 2005)

Lintrinsic = 1042 (SFR/(M� yr−1)) erg s−1. (1)

In the simulation, the resultant SFR under the adopted star
formation prescription (Trac & Cen 2007) is found to be tightly
correlated with halo mass,

SFR = 0.68 (Mh/(1010 h−1 M�)) M� yr−1. (2)

So the intrinsic Lyα luminosity and halo mass are almost
interchangeable in our model and in our descriptions of the
results. The relation in Equation (2) holds at z ∼ 5.7, and there
is a redshift dependence (see Trac & Cen 2007). Since the ultra-
violet (UV) luminosity is also proportional to SFR, the halo mass
to UV (or intrinsic Lyα) light ratio is approximately constant in
our model.

For each halo, Lyα photons are launched at the halo center.
The point source assumption is reasonable. Lyα emission
originates from reprocessed ionizing photons of massive stars
(Partridge & Peebles 1967). The ionizing photons ionize the
neutral hydrogen atoms in the interstellar medium (ISM) and the
case-B recombination has a probability of ∼2/3 of ending up as
Lyα photons (Osterbrock 1989). We aim to solve the radiative
transfer in the circumgalactic and intergalactic environments,
and the initial Lyα photons launched in our model correspond
to photons just escaping from the ISM whose spatial distribution
closely follows the UV light of galaxies. From HST/ACS
observations of z ∼ 5.7 LAEs, Taniguchi et al. (2009) find that
in the broadband (rest-frame UV) images, LAEs are compact
sources with sizes of less than 1 kpc, smaller than the pixel size
in our modeling. Therefore, our assumption of a point source
for the initial Lyα emission is justified.

The initial frequency of the Lyα photons in the rest frame
of the halos is assumed to follow a Gaussian distribution
with the width corresponding to the virial temperature of the
halo, Tvir = GMhμmH/(3kRvir) (Trac & Cen 2007), where
μ ∼ 0.59 is the mean molecular weight. The rms line width
is σinit = 31.9 (Mh/(1010 h−1 M�))1/3 km s−1. This width is
about half of the circular velocity at the virial radius. This
is a rather conservative assumption and we will test and
discuss the effect of increasing the initial width on our results.
The total number of Lyα photons drawn for each halo is
Nγ = max{SFR/(M� yr−1),103}, and these photons are given
a weighting factor w to convert the photon number to the Lyα
luminosity of the halo, Lintrinsic = wNγ .

To fully account for the effect of the IGM on Lyα radiative
transfer, we impose the periodic boundary conditions of the
simulation in our Lyα radiative transfer calculation. For each
Lyα photon, we stop the scattering calculation when it reaches
a distance of half of the box size (L = 100 h−1 Mpc) from
the initial position in any of the three principle directions. At
this distance, the Hubble expansion leads to a fractional shift in
Lyα wavelength of the order of Δλ/λ = 0.5H (z)L/(1 + z)/c ∼
1.6 × 10−2, corresponding to a velocity of ∼5000 km s−1. This
is much larger than typical values of peculiar velocity of halos
and the shift caused by frequency diffusion, and is more than
sufficient to insure that the photon will no longer interact at the
Lyα line. In fact, most of the time the photon is last scattered at
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Figure 1. Lyα image and spectra of a single z ∼ 5.7 LAE, randomly chosen in the simulation box. Left: the Lyα surface brightness distribution after the radiative
transfer. The physical size of the region is indicated by the scale bar and the separation of the two adjacent ticks on the axes corresponds to 50 kpc. Two circles
delineate the apertures for the spectra in the right panels. The virial radius of the host halo (∼1011 h−1 M�) is about 26 kpc, slightly larger than that of the inner circle.
Right: Lyα spectra (solid curves) at different radii to the source center. Panel (a) shows the spectrum within the smaller circular aperture shown in the image, panel
(b) for photons in between the smaller and the larger circles, and panel (c) for photons outside of the larger circle. The dotted curve in each panel shows the intrinsic
Lyα line profile, which would be observed if there were no scatterings. The spectra are arbitrarily normalized, since we concentrate on the profiles. The wavelength is
shown as the difference to (1 + z)λ0, where z ∼ 5.7 and λ0 = 1216 Å is the rest-frame wavelength of Lyα.

a distance a few comoving Mpc away from the source (e.g., see
Figure 1).

4. DETAILED STUDY OF AN INDIVIDUAL LAE

Before presenting Lyα radiative transfer and statistical results
for all the LAE sources in the whole simulation box, we first
examine in detail the radiative transfer results for an individual
source to aid our understanding of the general effects of Lyα
scattering.

We randomly chose a halo in the simulation box, which has
a mass of ∼1011 h−1 M�. The size of the virialized halo is
about 26 kpc, slightly larger than the inner circle in the left
panel of Figure 1. As mentioned in Section 3, Lyα photons
are assumed to initially start from a point source, located at
the halo center. The left panel of Figure 1 shows the Lyα
surface brightness distribution after Lyα scattering from this
source. Because of the radiative transfer, the initial point source
becomes an extended source and a roughly spherical halo of
scattered Lyα photons emerges. This scattered Lyα halo is
similar to the one around a point source before reionization
described in Loeb & Rybicki (1999). While Loeb & Rybicki
(1999) assume a uniform, zero temperature IGM undergoing
Hubble expansion, we use a realistic distribution of gas density,
temperature, and velocity around a star-forming halo. This
causes deviations from spherical symmetry in the surface
brightness profile. The scattered Lyα surface brightness drops
as the radius increases. The blue–green extended Lyα emission
seen in Figure 1 is out in the IGM, corresponding to the scattered
photons as they travel to the region where the Hubble expansion
compensates for their blueshift acquired by the scatterings in
the infall region of the halo. The sharp edge around a radius
of ∼0.5 Mpc reflects the frequency of the “bluest” photons
coming out of the central (infall) region before encountering
the IGM. The bluer the photons are, the farther they can
travel in the IGM before redshifted to the line center and
significantly scattered. In practice, we can only observe the
very inner part of the extended Lyα radiation, where the surface
brightness is high. The extended Lyα halo would merge with

those from neighboring sources, forming a Lyα background.
We will describe how we identify sources in the simulation in
Section 5.1.

In the right panels of Figure 1, we show Lyα spectra at
different radii of the source. The dotted curve in each panel
is the intrinsic Lyα line profile, assumed to be Gaussian with
the width determined by the virial temperature of the dark matter
halo hosting the source. It would be the observed spectrum if
Lyα photons streamed out of the source without any scatterings.
Note that the wavelength shown in the plot is the difference
from (1 + z)λ0, where z ∼ 5.7 and λ0 = 1216 Å is the rest-
frame wavelength of Lyα. The offset of the peak of the initial
line profile from zero is caused by a combination of the Hubble
velocity with respect to the center of the simulation box and the
peculiar velocity of the source. On average, Lyα photons are first
scattered by neutral hydrogen atoms in the infall region around
the LAE host halo (see Section 7 and Figure 20). The inner
infall region has an inverted Hubble-like contraction velocity
distribution and Lyα photons escaping at the radius of maximum
infall velocity have their frequency most likely shifted to the
blue side of the line center (Zheng & Miralda-Escudé 2002).
Then Lyα photons experience scatterings in the region with
decreasing infall velocity (outer infall region) and finally hit the
Hubble flow. The subsequent scatterings on average shift the
frequency of Lyα photons redward.

Most of the observed Lyα photons from regions with high
surface brightness near the center of the source shift to the red
side (Figure 1(a)) with respect to the intrinsic distribution. These
photons are most likely to have had forward scatterings along
the line of sight. The outward increasing gas velocity (from
the outer infall region and the Hubble flow) makes it easier for
photons that have redward frequency shifts to escape. At larger
lateral radii (Figures 1(b) and 1(c)), we have more contributions
from photons that travel perpendicular to the line of sight but
are scattered to the line-of-sight direction. The frequency after
scattering would be near the incoming frequency seen in the
rest frame of the atom at the scattering radius. Since most of the
scatterings would happen around the radius where the Hubble
expansion velocity redshifts the Lyα photons to the line-center
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Figure 2. Lyα images (left) and spectra (right) of a single z ∼ 5.7 LAE observed along two opposite directions. Mirroring reflection has been applied so that the two
images have the same orientation. In the image panels, the physical size of the region is indicated by the scale bar and the separation of the two adjacent ticks on the
axes corresponds to 50 kpc. In each of the right panel, the dotted curve shows the intrinsic Lyα line profile, which would be observed if there were no scatterings. The
solid black curve shows the spectrum of all scattered photons and the solid red curve is the spectrum near the center (within the circular aperture shown in the image
panel). All quantities are in the observer’s frame. The wavelength is shown as the difference to (1 + z)λ0, where z ∼ 5.7 and λ0 = 1216 Å is the rest-frame wavelength
of Lyα. The relative shift of wavelength ranges in the top and bottom spectra panels reflects the change in the viewing direction, which leads to the change in the
source position with respect to the box center and that in the velocity direction with respect to the observer.

frequency and the line-of-sight neutral column density becomes
smaller at larger radii, the observed photons at large projected
radii would appear bluer than those observed near the center, as
seen in the spectra at large radii.

Only the very central part of the extended Lyα radiation can
be practically observed as the LAE source. The transmitted Lyα
flux depends on the gas distribution and kinematics in the halo
vicinity, and the viewing angle. We perform a few tests to see
the influence of the gas properties in the observed flux of the
central part. Figure 2 compares Lyα images and spectra of the
above source observed in two opposite directions. Mirroring
reflection has been applied to one image so that the two images
have the same orientation. While the two images have similar
spatial extent, there is a large difference (about a factor of 7)
in the flux inside the central aperture. The difference can be
clearly seen from the spectra. The red curve in each of the right
panels is the spectrum extracted from the circular aperture near
the source center.

Evidently, the differences in the intervening gas distribution,
namely the neutral hydrogen density and peculiar velocity
distributions, have a dramatic effect on the observed Lyα flux.
To test this we perform a scattering calculation with the peculiar
velocities of the source and neutral gas set to zero, while
keeping the Hubble expansion. Figure 3 compares the resultant
images and spectra observed in the two opposite directions. Any

remaining differences between the results of different viewing
directions should be caused only by the anisotropic density or
temperature distribution around the source. We see that with
the peculiar velocity field turned off, the difference in the fluxes
from the central aperture between the two lines of sight becomes
much smaller, a factor of ∼1.5 (versus ∼7 in the case with
peculiar velocity). The spectra from the central aperture also
look more similar to each other.

With the peculiar velocity turned off, the surface brightness
profile of scattered Lyα photons appears to be more concen-
trated than that in Figure 2. This is mainly a consequence of
the disappearance of the infall region around the source by ar-
tificially setting the peculiar velocity to zero. If the peculiar
velocity is not switched off, Lyα photons climbing out of the
infall region (before reaching the IGM dominated by the Hub-
ble expansion) would on average have shifted blueward (Zheng
& Miralda-Escudé 2002) with respect to the line center. Com-
pared to the case without the blueward shift (e.g., the initial
Gaussian profile when the peculiar velocity is turned off), these
bluer photons would travel a larger distance in the IGM before
redshifting back to the line center and experiencing strong scat-
terings. Therefore, we see a more extended Lyα emission in the
case with the peculiar velocity.

The above tests show that peculiar velocity plays an important
role in the scattered Lyα brightness profile and the transmitted
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Figure 3. Same as Figure 2 but with the peculiar velocity field turned off.

flux near the source center. In Section 7, in addition to the
peculiar velocity, we identify other factors in affecting the Lyα
transmission and statistically study their role in the observability
of LAEs.

The results from the individual LAE source show that as
a consequence of radiative transfer, Lyα photons experience
both spatial diffusion and frequency diffusion. An intrinsic point
source of Lyα emission appears extended and the Lyα spectra
differ substantially from the intrinsic Gaussian profile. The
spectra from the central aperture, which is the part that is most
observable, do not have a simple and clear relation to the initial
line profile, owing to the frequency shift caused by scatterings.
In some previous work (e.g., McQuinn et al. 2007; Iliev et al.
2008), the observed Lyα spectrum is modeled as the intrinsic
Gaussian profile modified by exp(−τν) with τν being the optical
depth at frequency ν along the line of sight. Such a simple model
does not account for the frequency and spatial diffusion of Lyα
photons caused by radiative transfer. The resultant line profile in
this simple model looks like a truncated Gaussian profile, with
only the red tail transmitted. Our detailed Lyα radiative transfer,
on the other hand, shows that the observed Lyα line profile near
the source center is more complicated and the redward frequency
shift is more than that in the simple treatment. The simple
radiative transfer model may yield trends in some results that
are qualitatively in accord with detailed transfer calculations.
For example, Iliev et al. (2008) also find that peculiar velocity is
important in determining the observability of LAEs. However,
as we show in Section 5, the lack of frequency and spatial
diffusion in the simple model means that it cannot capture the

full picture of Lyα emission from LAEs for detailed prediction
and understanding of observed Lyα features.

5. STATISTICAL PROPERTIES OF Lyα SPECTRA AND
LUMINOSITY OF LAEs

We perform Lyα scattering calculation for all the sources
residing in halos above 5 × 109 h−1 M� in the whole
(100 h−1 Mpc)3 box. In this section, we describe how we identify
LAEs from the post-scattering outputs and study their statistical
properties.

5.1. Source Identification

Figure 4 shows the Lyα image for sources in one-third of the
simulation box. It has an area of 100 h−1 Mpc × 100 h−1 Mpc
and a thickness of 33.33 h−1 Mpc. The slice matches the sky
coverage (1 deg2) of the SXDS and the depth corresponds to
the width of the narrowband filter (Δλ = 120 Å; Ouchi et al.
2008) for z = 5.7 LAEs. Therefore, the image can be regarded
as an idealized, continuum-subtracted narrowband image of the
z = 5.7 LAEs for SXDS-like sky coverage and depth. From
the whole simulation box, we have three realizations of such
a survey. The periodic boundary condition of the simulation
is imposed in our modeling, which can be clearly seen in
Figure 4.

Because of Lyα radiative transfer, LAEs are no longer point
sources in our model. We need to find a way to define the sources
in order to study their statistical properties. Our identification of
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Figure 4. Scattered Lyα emission from LAEs. The Lyα surface brightness distribution is shown for sources in one-third of the simulation box, with 100 h−1 Mpc on
a side and a thickness of 33.33 h−1 Mpc. The area matches that of the SXDS and the depth corresponds to the width of the narrowband filter for z ∼ 5.7 LAEs (Ouchi
et al. 2008). The morphology and spectra of three sources in the zoom-in region are shown.

sources is motivated by the procedure used in detecting LAEs
in real observations. For z = 5.7 LAEs in the SXDS, a threshold
surface brightness of 2.64 × 10−18 erg s−1 cm−2 arcsec−2 in
the narrowband image (including continuum) is adopted for
detecting them (M. Ouchi 2009, private communication). LAEs
are identified by grouping pixels above this threshold. The
observed rest-frame Lyα equivalent width (EW) distribution of
z ∼ 5.7 LAEs peaks around 60 Å and is skewed to large values
(Figure 23 in Ouchi et al. 2008). Since the rest-frame width of the
narrowband filter is 120 Å/(1+z), the continuum contribution to
the surface brightness is likely to be less than 30%. Our model
does not include the continuum component. In principle, we
could model the continuum based on the star formation history
in the simulation, but the correction is small and it is not the
main uncertainty of our model (as shown later in this paper).
Therefore, we simply make a correction of 1/3 to remove the
continuum contribution to the threshold surface brightness and
adopt 1.80 × 10−18 erg s−1 cm−2 arcsec−2 as the continuum-
subtracted surface brightness for detecting SXDS LAEs.

As shown in Section 6, there is significant uncertainty in
modeling Lyα luminosity. To be conservative, we set a lower
threshold surface brightness, 1.8×10−19 erg s−1 cm−2 arcsec−2,
for identifying LAEs in our model. To have a full picture of
the observability of LAEs (e.g., comparison between intrinsic
and observed Lyα emission), we also include the halo position

information in the source identification. For a source with the
projected position known from the halo catalog, we first find
the corresponding pixel in the Lyα image. Starting from this
root pixel, we then link the surrounding pixels with surface
brightness above the threshold through a Friends-of-Friends
(FoF) algorithm with the linking length equal to the size of the
pixel. The directions to link the pixels are only horizontal and
vertical in the image. An LAE source is then defined by all the
linked pixels, and the spectra at each pixel’s position are added
together to form the spectra of the source. In the case that the root
pixel and its surrounding pixels all have surface brightnesses
lower than the threshold, the flux and spectra from this root
pixel are adopted for the source. As with other applications of
the FoF algorithm, there are chances that two individual sources
are bridged together. In this case, we also assign the flux and
spectra of the root pixel to the intrinsically fainter source. Such
cases are rare and the correction does not affect any of our
statistical study.

Figure 5 shows Lyα images and spectra of a few z ∼ 5.7
LAEs from our model. The host halo masses of these sources
are above 3 × 1010 h−1 M�. The corresponding intrinsic Lyα
luminosities are above 2 × 1042 erg s−1 (Equations (1) and (2)),
roughly in the luminosity range probed by current LAE surveys
like SXDS. From top to bottom panels and left to right panels,
they are arranged in order of decreasing intrinsic Lyα luminosity
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Figure 5. Images and spectra of a few z ∼ 5.7 LAE sources in our model. In each of the panels of spectra, the dotted curve is the intrinsic line profile, which would be
observed if Lyα photons escaped without scattering. The black solid curve is the spectrum in our model with the full Lyα radiative transfer. For comparison, the solid
red curve is the spectrum with a simple treatment of radiative transfer, which modifies the intrinsic profile by multiplying exp(−τν ) with τν the line-of-sight optical
depth. For an easy comparison across panels, in each panel, all three spectra have the same constant horizontal shift so that the line center of the intrinsic profile is at
zero. In each spectra panel, the label starting with “M” denotes log(Mh), where the host halo mass Mh is in units of h−1 M�. See the text for details.

(halo mass). Most of the sources appear to be roughly round with
faint substructures around them, which are a combination of
reflected Lyα emission by clumps/filaments of neutral gas and
Lyα emission from fainter sources. The sizes and morphologies
of the LAEs in our model are remarkably similar to those in the
narrowband images of z ∼ 5.7 LAEs in SXDS (e.g., Figure 5 of
Ouchi et al. 2008; narrowband images in Figure 3 of Taniguchi
et al. 2009).

Solid curves in the spectrum panels in Figure 5 are the
corresponding spectra for the shown LAEs. In each spectrum,
the Lyα line is clearly asymmetric, skewed toward the red. The
line profiles resemble the observed ones for the SXDS z ∼ 5.7
LAEs (Figure 5 of Ouchi et al. 2008). However, the observed
Lyα lines appear to be much broader with less sharp blue edges.
The difference can be simply attributed to the spectral resolution:
in the observer’s frame, the observation typically has a resolution
8–15 Å (Ouchi et al. 2008), while the resolution for our modeled
spectra is 0.67 Å.

The Lyα lines with the full radiative transfer show a clear dis-
tinction from the lines with a simple treatment of the radiative
transfer, namely the exp(−τν) model. For each source, the red
curve is the Lyα spectrum from the exp(−τν) model, which is

essentially the intrinsic Gaussian profile truncated below a cer-
tain wavelength. Although it displays a similar asymmetry, the
flux is usually significantly lower than that with the full radiative
transfer. Importantly, the Lyα line from the full radiative transfer
model has a larger redward shift than that in the simple model,
an effect that can only be properly modeled with detailed ra-
diative transfer calculations. This is primarily because detailed
radiative transfer leads to frequency diffusion, causing some of
the original photons closer to the line center to diffuse out to the
wings. The shift in frequency not only results in smaller scatter-
ing optical depth but also is accompanied by spatial diffusion,
both leading to larger transmitted flux near the center.

5.2. Shift in the Peak of Lyα Spectra

Together with the assumed intrinsic properties, LAEs iden-
tified in the post-scattering IFU-like data cube from our model
enable a statistical study of the relations between the observed
and intrinsic quantities, which include spectral features and lu-
minosity.

As shown in Figure 5, owing to radiative transfer effect, the
peak in the observed Lyα spectra is at a wavelength longer
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Figure 6. Apparent shift in the LAE Lyα line peak with respect to the intrinsic one. Because of radiative transfer, the wavelength λpeak at the peak flux of the observed
Lyα line is not λc that corresponds to the center of the intrinsic (Gaussian) line profile. The apparent shift is defined as the wavelength difference. The top axis
of the left panel marks the shift in comoving unit, which is of the order of h−1 Mpc. Left: the distribution of the apparent shift of the peak wavelength as a function
of LAE host halo mass (in units of h−1 M�). The apparent wavelength shift can translate to an apparent shift in the redshift-space source position ΔZ along the
line of sight, which is labeled in the top axis. Right: similar to the left panel, but the peak wavelength shift is in units of the intrinsic line width σλ, which is set by the
virial temperature of the host halo in our model.

than that in the intrinsic spectra. In the left panel of Figure 6,
we plot the distribution of the shift as a function of host halo
mass. The broad distribution of the shift reflects the distribu-
tion of circumgalactic and intergalactic environments (density
and velocity structures), which affect the radiative transfer of
Lyα photons (see Section 7). This apparent wavelength shift
in the peak depends on host halo mass, or intrinsic luminosity
of the source given that SFR is tightly correlated with halo mass
in the reionization simulation. In general, the distribution is
skewed to large shifts. For sources in lower mass halos, the dis-
tribution is narrower and the average shift is smaller. For sources
in halos of ∼1010 h−1 M�, the median shift corresponds to a ve-
locity of ∼70 km s−1, while for ∼1011 h−1 M� halos, the value
is ∼200 km s−1. If the observed Lyα emission was from pho-
tons backscattered from the far side of galactic wind (e.g., Franx
et al. 1997; Adelberger et al. 2003), the above shift would lead
to an overestimate of the wind velocity as long as it is estimated
by the apparent velocity difference between the Lyα emission
and optical emission/absorption lines. The apparent wavelength
shift also translates to a shift in the apparent position/redshift
of the source along the line of sight (top axis of the left panel of
Figure 6). This position shift and its scatter would result in slight
distortion and smoothing in the clustering of LAEs in redshift
space (see Paper II for more details).

In the right panel of Figure 6, the apparent shift of the Lyα
line peak is put in units of the intrinsic Lyα line width σλ, which
is assumed to be determined by the halo virial temperature.
Although the trends seen in the left panel are still evident, the
variation of the distribution as a function of halo mass becomes
weaker. Roughly speaking, the median shift is about 3σλ and the
scatter is about 0.6σλ–0.9σλ. In terms of velocity, the median
shift is approximately 100 (Mh/(1010 h−1 M�))1/3 km s−1.

The distribution of Lyα peak shift we discuss so far is as
a function of intrinsic Lyα luminosity (i.e., halo mass). From
the point of view of observation, it is of great interest to show
the distribution as a function of the observed Lyα luminosity.

Figure 7. Similar to the left panel of Figure 6, but for the apparent shift in the
LAE Lyα line peak as a function of the observed (apparent) Lyα luminosity (in
units of erg s−1).

Figure 7 plots the distribution of Lyα peak shift as a function
of observed (apparent) Lyα luminosity. As shown later in
Section 5.3, at fixed intrinsic Lyα luminosity, the observed
(apparent) Lyα luminosity has a broad distribution and vice
versa. The peak shift distribution at fixed observed luminosity
is therefore contributed by sources residing in halos of a broad
range of mass. We note that the model luminosity in the plot
should be increased by about 0.7 dex to match the z ∼ 5.7
observation (see Section 6).
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Figure 8. Relation between the observed (apparent) and the intrinsic Lyα luminosities of LAEs. Panel (a): the joint distribution of apparent and intrinsic Lyα

luminosities. Adjacent contours differ by a factor of 2 in contour levels. A vertical cut in this plot gives the probability distribution function of apparent luminosity at
a given intrinsic luminosity (panel (b)), and a horizontal cut gives the distribution of intrinsic luminosity at a given apparent luminosity (panel (c)). Only halos above
5 × 109 h−1 M� are considered in our model, which corresponds to intrinsic luminosity above ∼1041.5 erg s−1. As a result, the apparent luminosity is complete above
∼1041.2 erg s−1.

(A color version of this figure is available in the online journal.)

5.3. Apparent and Intrinsic Lyα Luminosities

The observed Lyα flux FLyα from an LAE source in the nar-
rowband image comes from the central part, where the surface
brightness is high. That is, only a fraction of the extended radi-
ation composed of scattered Lyα photons can be observed. The
observationally inferred Lyα luminosity Lapparent = 4πD2

LFLyα

is therefore expected to be lower than the intrinsic Lyα luminos-
ity Lintrinsic, where DL is the luminosity distance and isotropic
emission is assumed in computing the apparent luminosity from
the observed flux.

We compare the intrinsic and apparent Lyα luminosities in
our model. Figure 8(a) gives the joint distribution of Lintrinsic
and Lapparent. From the joint distribution, we can obtain the
distribution of Lapparent at a fixed Lintrinsic or vice versa, through
a vertical or horizontal cut. Since we only model LAEs in
halos above 5 × 109 h−1 M�, we are limited to sources with
Lintrinsic above ∼1041.5 erg s−1. When considering the observed
luminosity, sources are complete for Lapparent � 1041.2 erg s−1.
We note that the Lyα luminosity limits may change if the
assumed IMF and SFR differ from those in our model.

In the luminosity range probed by our model, the apparent
Lyα luminosity peaks at a few percent of the intrinsic one and is
broadly distributed (Figure 8(b)). The scatter reflects differences
in neutral gas distributions (density, velocity, and temperature)
around sources of the same intrinsic luminosity (Section 7). The
distribution shifts slightly toward higher values for sources of
lower intrinsic luminosity. If we define the ratio of the apparent-

to-intrinsic luminosity as flux suppression, the suppression on
average appears to be smaller for intrinsically fainter sources,
which seems counter-intuitive. Such a shift is a consequence that
the environment of low mass halos is on average less dense than
that of massive halos, and that the environment is important in
shaping the observability, to be discussed in detail in Section 7.

From the point of view of observation, it is interesting to ask
what the observed Lyα luminosity implies about the intrinsic
one. Figure 8(c) shows the intrinsic luminosity distribution
at a given apparent luminosity. The distributions for different
values of Lapparent are similar in terms of the intrinsic to apparent
luminosity ratio. In general, the intrinsic luminosity is about
3–12 times the observed luminosity. In other words, a large
fraction of the escaped Lyα photons are invisible. For estimating
Lyα escape fraction from observations, this is a systematic factor
that needs to be taken into account.

We find that the flux suppression is correlated with the
shift in the peak of Lyα profile (Section 5.2), as shown in
Figure 9. For sources with a larger suppression in Lyα flux,
the peak of the spectra shifts more toward red. This correla-
tion has only a weak dependence on halo mass or intrinsic
luminosity and in Figure 9 all sources in our model are in-
cluded. Clearly, the correlation is a consequence of the radiative
transfer: Lyα photons diffuse more in frequency as they experi-
ence more scatterings. The correlation is driven by the depen-
dence of the Lyα radiative transfer on environments, i.e., the
circumgalactic and intergalactic density and velocity structures
(see Section 7).
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Figure 9. Correlation between apparent-to-intrinsic luminosity ratio and wave-
length shift at peak Lyα flux. The peak wavelength shift is in units of the
intrinsic line width σλ, which is set by the virial temperature of the host halo in
our model. Contours show the correlation and they enclose the 68% and 95%
distributions, respectively. The solid curve is the median wavelength shift as a
function of luminosity ratio. The two dotted curves delineate the upper and the
lower quartiles.

It is worth pointing out that the simple exp(−τν) model can
only give qualitatively trends seen in our results. In Figure 10,
we compare the Lapparent–Lintrinsic distribution from our model
of full radiative transfer with those from the exp(−τν) model.
The exp(−τν) model in Figure 10(a) assumes the same intrinsic
Lyα line width as in our model, which is set by halo virial tem-
perature. It is evident that at the same intrinsic Lyα luminosity,
the exp(−τν) model leads to much lower apparent Lyα lumi-
nosities than the full calculation. In particular, the suppression
from the exp(−τν) model becomes much stronger for sources
of higher intrinsic Lyα luminosity (or halo mass) because of the
high density and peculiar velocity. The trend is similar to what
Iliev et al. (2008) find. As they point out, peculiar velocity plays
an important role in shaping the luminous end of the observed
Lyα LF. The frequency and spatial diffusions in the full calcu-
lation can compensate the density and peculiar velocity effect,
weakening the suppression. Compared to the exp(−τν) model,
the suppression from the full calculation does not become much
stronger for sources of higher intrinsic Lyα luminosity (also see
Figure 11).

The exp(−τν) model in Figure 10(b) adopts an intrinsic Lyα
line width 2.3 times that used in Figure 10(a), which corresponds
to the circular velocity at halo virial radius. This value of intrinsic
line width is used in some previous work (e.g., McQuinn et al.
2007; Iliev et al. 2008) with the exp(−τν) model. This model
boosts the apparent Lyα luminosity, but the suppression is still
stronger than the full calculation at high halo mass end. In
addition, the distribution of apparent Lyα luminosity at fixed
intrinsic Lyα luminosity is much narrower than that from the
full calculation. We do not have results from a full radiative

Figure 10. Comparison of the relations between the observed (apparent) and the intrinsic Lyα luminosities from different models. The dotted contours are from our
model with full calculation of Lyα radiative transfer (the same contours as in Figure 8(a)). The solid contours in panel (a) are from the simple exp(−τν ) model with
the initial Lyα line width given by halo virial temperature, as adopted in our model with full radiative transfer calculation. The solid contours in panel (b) are also
from the exp(−τν ) model, but the initial Lyα line width is determined by the circular velocity at halo virial radius, which is about 2.3 times larger than the one adopted
in panel (a). Note that the exp(−τν ) model and the full calculation in panel (b) assume different initial Lyα line widths, so it is not an apple-to-apple comparison. It
shows that modifying the initial line width of the exp(−τν ) model does not lead to a result mimicking that from the full calculation.
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Figure 11. Comparison between the apparent-to-intrinsic Lyα luminosity ratios
from our full radiative transfer calculation (full RT) and the exp(−τν ) model.
The thin solid curve shows the median ratio from the exp(−τν ) model as a
function of the ratio from the full RT for halos below 1010.5 h−1 M�. The two
thin dotted curves indicate the lower and upper quartiles. The set of thick curves
is for halos above 1010.5 h−1 M�. The diagonal dashed line is the line of equality.

transfer calculation with the larger intrinsic Lyα line width yet,
but we expect that the difference between such a full calculation
and the exp(−τν) model is similar to that seen in Figure 10(a).
We caution that Figure 10(b) does not show an apple-to-apple
comparison, since the exp(−τν) model and the full calculation
assume different intrinsic line widths. Nevertheless, it indicates
that modifying the exp(−τν) by varying the intrinsic line width
does not lead to a match to the full radiative transfer calculation.

To further see the difference between the full radiative transfer
model and the exp(−τν) model with the same intrinsic Lyα
line width setup, we compare the apparent-to-intrinsic Lyα
luminosity ratios predicted from the two models on a one-to-one
basis (Figure 11). We summarize the scatter plot by showing the
median ratio (solid curve) from the exp(−τν) model as a function
of the ratio from our model (the “true” ratio), together with
the lower and upper quartiles (dotted curves). Thin and thick
curves are for sources in halos below and above 1010.5 h−1 M�,
respectively. In general, there is a trend that the ratio from the
exp(−τν) model increases with the “true” value and this trend
seems to break down in massive halos at high values of the “true”
ratio. In a limited range (around Lapparent/Lintrinsic ∼ 10−2), the
median ratio from the exp(−τν) appears to be a constant shift
from the “true” ratio. However, even if we apply a correction to
account for the shift, the exp(−τν) model would underpredict the
luminosity ratio outside of the above narrow range, in particular
toward higher values of the “true” ratio. Even within the narrow
range, the ratio from the exp(−τν) model has a large scatter (a
factor of a few) at a fixed “true” ratio.

The Lyα flux suppression in our exp(−τν) model appears to
be much stronger than seen in the previous work (e.g., McQuinn
et al. 2007; Iliev et al. 2008). Compared to our work, the previous
work assumes a much wider initial Lyα line width and lower gas
temperature (set to be 104 K). The differences in the above two
factors largely explain the differences in the results. For more
detailed explanations and discussions, see the Appendix, where

Figure 12. Comparison of the correlation between apparent-to-intrinsic lu-
minosity ratio and peak wavelength shift from different models. The dotted
contours are from our model with full calculation of Lyα radiative transfer (the
same contours as in Figure 9). The solid contours on the left are from the simple
exp(−τν ) model with the initial Lyα line width given by halo virial tempera-
ture, as adopted in our model with full radiative transfer calculation. The solid
contours on the right are also from the exp(−τν ) model, but the initial Lyα line
width is determined by the circular velocity at halo virial radius, which is about
2.3 times larger than the one from halo virial temperature. For all the three sets
of contours, the peak wavelength shift is in units of the line width σλ set by
halo virial temperature. The two contours in each case show the 68% and 95%
distributions, respectively.

we perform several tests with the exp(−τν) model by varying
the initial Lyα line width and gas temperature.

Figure 12 compares the correlation between apparent-to-
intrinsic luminosity ratio and peak wavelength shift from our
full radiative transfer model (dotted contours) and the above
two exp(−τν) models (solid contours). Although the sign of the
correlation is the same for all three models, the exp(−τν) model
with smaller (larger) intrinsic Lyα line width gives a smaller
(larger) slope in the correlation than the full calculation.

The comparisons with the exp(−τν) model results in this
section demonstrate that the exp(−τν) model can provide a
qualitative understanding of the results, but there is no simple
way to modify the results from the exp(−τν) model to match
those of the full calculation. Full radiative transfer calculation
is necessary to obtain quantitatively correct results in Lyα
emission properties of LAEs.

5.4. Lyα Luminosity Function of LAEs

An important product of surveys of LAEs is the Lyα LF, one
of the most widely studied statistical properties of LAEs. The
LF can be used to infer the relation between LAEs and their host
dark matter halos. The evolution of LFs around the reionization
epoch can probe the reionization of the universe (e.g., Malhotra
& Rhoads 2004; Haiman & Cen 2005). As we have shown in
Section 5.3, the observed Lyα luminosity of LAEs differs from
the intrinsic one. Here we study the Lyα LF of LAEs from our
model.
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Figure 13. Lyα LF of z ∼ 5.7 LAEs. The intrinsic LF in our model is represented
by filled squares. The apparent LF from a full radiative transfer calculation is
plotted as open squares. For comparison, the crosses show the apparent LF with
a simple exp(−τν ) radiative transfer treatment. Poisson errors are plotted.

The star formation prescription adopted in the reionization
simulation leads to a tight correlation between SFR and halo
mass. Therefore, the intrinsic Lyα luminosity is tied to the halo
mass and the intrinsic Lyα LF largely reflects the halo mass
function. In Figure 13, the filled squares show the intrinsic Lyα
LF, Φi(Lintrinsic). The apparent Lyα LF, Φa(Lapparent), is related
to the intrinsic one through

Φa(Lapparent) =
∫ ∞

0
p(Lapparent|Lintrinsic)Φi(Lintrinsic)dLintrinsic,

(3)
where p(Lapparent|Lintrinsic) is the probability density of the
apparent luminosity at a given Lintrinsic (Figure 8(b)). The
apparent Lyα LF can be directly read off from Figure 8(a) and
is shown as open squares in Figure 13. In terms of luminosity,
the apparent Lyα LF shifts toward the faint end by a factor of
5–20 with respect to the intrinsic one and the shift is larger at
the faint end. Formally, the intrinsic LF can be inferred from the
observed one by

Φi(Lintrinsic) =
∫ ∞

0
p(Lintrinsic|Lapparent)Φa(Lapparent)dLapparent,

(4)
where p(Lintrinsic|Lapparent) is the probability density of the
intrinsic luminosity at a given Lapparent (Figure 8(c)). However,
even if p(Lintrinsic|Lapparent) is known or assumed a priori, it is
not enough to infer the intrinsic LF from the observed one. The
reason is that at a given intrinsic luminosity, the distribution of
apparent luminosity can have a tail to low value (Figure 8).
So one needs to have observations of the apparently faint
LAEs to recover the full information of the intrinsic luminosity
distribution, or one has to rely on the extrapolation of the
observed LF to the faint end.

For comparison, the crosses in Figure 13 show the Lyα LF
from the exp(−τν) model, which adopts the same intrinsic Lyα
line width as the full radiative transfer calculation. As already
demonstrated in Section 5.3, the Lyα flux is more strongly

Figure 14. Observed Lyα LF of z ∼ 5.7 LAEs. Solid circles connected by solid
lines are the observed LF for z ∼ 5.7 LAEs in the 1 deg2 SXDS (Ouchi et al.
2008). Open circles connected by dotted lines are the observed one from the
0.2 deg2 Subaru deep field (a different sky area from SXDS; Shimasaku et al.
2006). Open squares are the apparent LF from our model with a full radiative
transfer calculation, and diamonds are the same but with the Lyα luminosity
boosted by a factor of 5 (see the text for details).

suppressed in the exp(−τν) model. The resultant apparent Lyα
LF looks like the intrinsic one shifting toward the faint end by
more than 2 orders of magnitude in luminosity. With the same
intrinsic Lyα LF, the apparent Lyα LF from the full radiative
transfer model is significantly higher than that from the exp(−τν)
model, a consequence of the frequency and spatial diffusion of
Lyα photons from scatterings.

6. IMPLICATIONS FOR OBSERVED
PROPERTIES OF LAEs

Our model of LAEs predicts the relation between observed
Lyα emission and the intrinsic one. With simple assumptions
about the intrinsic properties of LAEs, we are able to predict
an array of observational properties of LAEs. In this section,
we compare our model predictions to observations for z ∼ 5.7
LAEs and attempt to understand various observed properties of
LAEs. We focus here on the Lyα LF, the UV LF, and the Lyα
EW distribution of LAEs.

6.1. Lyα Luminosity Function

In our model, the apparent Lyα luminosity corresponds to the
observed one. The open squares in Figure 14 (the same as in
Figure 13) show the predicted Lyα LF of LAEs from the model.
Filled circles are the measurement based on 401 LAEs from the
1 deg2 SXDS (Ouchi et al. 2008), while open circles show that
based on 89 LAEs in a 0.2 deg2 Subaru Deep Field (Shimasaku
et al. 2006) that covers a different sky area from SXDS.

Compared with the observed Lyα LF, the apparent LF
from our model appears to be 1 order of magnitude lower
in normalization. This seems to put into question our model.
However, the normalization is not necessarily a good indicator
of the importance of the difference. A more sensible way is to
characterize the difference by the shift in luminosity scale—with
respect to the observed Lyα LF, the apparent LF from our model
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is shifted by a factor of 3–6 to the left (toward the low luminosity
end). If we simply increase the apparent Lyα luminosity by a
factor of 5, the apparent LF (shown as diamonds in Figure 14)
shows a better match to the observed one. The factor of 3–6
discrepancy between the model and the data implies that we
are missing some physics in our modeling. For comparison, the
apparent Lyα LF based on the simple exp(−τν) model (crosses
in Figure 13) corresponds to about 2 orders of magnitude
shift in luminosity with respect to the observed one. Again,
the frequency and spatial diffusions from the realistic radiative
transfer in our model enhance the probability of being detected
for Lyα photons.

Before discussing possible solutions to the factor of 3–6
shift in luminosity, we justify that changing the normalization
of Lyα LF cannot be the solution for the discrepancy. The
normalization can only be changed by changing the amplitude
of the halo mass function. However, we do not expect a
large uncertainty in the latter with the current constraints
on cosmology. The reionization simulation that our model
is based on adopted cosmological parameters in accordance
with WMAP five-year results. To estimate the cosmology-
caused change in the halo mass function, we make use of
the analytic formula given by Sheth & Tormen (1999). Not
surprisingly, the uncertainty in σ8 dominates the amplitude
change in the halo mass function. Within the 1σ uncertainties of
the WMAP five-year cosmological parameters (Dunkley et al.
2009), the cosmological parameters used in the simulation
already put the halo mass function amplitude in the high
end. Different combinations of cosmological parameters within
their 1σ uncertainty ranges can only boost the amplitude
by ∼30%. Therefore, we conclude that cosmology-caused
amplitude change in halo mass function does not help much
in making our model Lyα LF match the observed one.

Lyα luminosity depends on the amount of massive stars that
emit ionizing photons. The conversion from SFR to intrinsic
Lyα luminosity adopted in our model assumes Salpeter (1955)
IMF. For a fixed total stellar mass with star mass distributed in
the range of 0.1–100 M�, simply changing to a Chabrier (2003)
IMF, which has shallower slopes than the Salpeter IMF below a
characteristic mass of 1 M�, can increase the ionizing photons
by a factor of ∼1.6. This assumes no evolution in the stellar IMF
with cosmic time. Recent studies (e.g., Davé 2008; van Dokkum
2008) show evidence of an evolving IMF and observations of z
∼ 7 dropout galaxies also imply an IMF changes toward high
redshift (e.g., Ouchi et al. 2009). The form of evolution can
be thought as an increasing characteristic mass in the Chabrier
IMF with increasing redshift. By adopting either form of the
IMF at high redshift proposed by Davé (2008) and van Dokkum
(2008), we find an increase in the ionizing photons by a factor
of ∼5.5 with respect to the Salpeter IMF. Therefore, for the
instantaneous SFR, the Lyα luminosity could have the amount
of enhancement we need for the model prediction to match the
observation. Obviously, the situation is not as simple as this
and there are additional factors, such as the dependence on star
formation history and metallicity. Overall, a possible factor of
3–6 in underestimating the intrinsic Lyα luminosities in our
present model may be physically accounted for and that would
put our model in accord with observations.

In addition, a possible increase in the intrinsic Lyα width
may also increase the apparent luminosity. In our model, the
intrinsic Lyα line profile is assumed to be Gaussian with
width determined by the halo virial temperature. The virial
temperature is defined as Tvir = GMhμmH/(3kRvir) (Trac

Figure 15. Effect of the initial Lyα line width. Plotted here is the ratio of the
apparent (observed) to intrinsic Lyα luminosity of z ∼ 5.7 LAEs as a function
of the initial Lyα line width σinit. The bottom axis marks the line width in terms
of the width σvir set by halo virial temperature, while the top axis in units of
the circular velocity vc at halo virial radius. The solid and dotted curves are
the median and quartiles of the luminosity ratio distribution. This test is done
with a small simulation (box size of 25 h−1 Mpc on a side). The distribution is
calculated from all sources with halo mass above 5 × 109 h−1 M�. See the text.

& Cen 2007), resulting in a line width of (μ/3)1/2vc �
0.44vc. Here μ ∼ 0.59 is the mean molecular weight and
vc � 155 (Mh/(1011 h−1 M�))1/3 km s−1 the circular velocity
at the virial radius. Such an assumption on the line width
is conservative. Many processes can alter the intrinsic line
profile. Disk rotation can change the line profile and broaden
it. Galaxy merging and galactic wind from star formation can
substantially broaden the line and change its profile. Many
authors have adopted line width ∼vc or larger in computing
Lyα transmission with the exp(−τν) model (e.g., Santos 2004;
Dijkstra et al. 2007a; McQuinn et al. 2007; Iliev et al. 2008). We
have tested the effect of the initial line width by performing Lyα
radiative transfer for LAEs in a small simulation of box size of
25 h−1 Mpc as well as for a subset of LAEs in the 100 h−1 Mpc
box simulation. Figure 15 shows the apparent-to-intrinsic Lyα
luminosity ratio as a function of the initial Lyα line width
from the simulation with the 25 h−1 Mpc box, inferred from
all sources with halo mass above 5×109 h−1 M�. Changing the
line width we adopt to vc can lead to a factor of ∼5 increase in
the median luminosity ratio. Therefore, the effect of initial Lyα
line width can potentially shift the apparent Lyα LF by a factor
of a few toward the bright end.

Moreover, the star formation prescription adopted in the
simulation has a number of assumptions and uncertainties
because of the limitation in our understanding of the baryon-
related processes. A higher SFR than that in the simulation
would lead to an increase in the intrinsic Lyα luminosity, and
hence an increase in the apparent Lyα luminosity.

We see that a combination of changes in stellar IMF, intrinsic
line width, and SFR can solve the problem of a factor of a
few mismatch between the apparent Lyα LF of our model
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Figure 16. UV LFs of LAEs. Left panels are for z ∼ 5.7 LAEs. The thick solid curve is the UV LF for all galaxies in our model. The filled squares connected by the
thin solid curve are the UV LF of model LAEs with the apparent Lyα luminosity above a threshold. The threshold is chosen so that the number density matches that
of SXDS z = 5.7 LAEs (see the text). The observed UV LFs of LAEs are plotted as open symbols, obtained by Ouchi et al. (2008, circles), Shimasaku et al. (2006,
triangles), and Hu et al. (2006, stars), respectively. The LF of i-dropout galaxies at z ∼ 6 is shown as crosses (Bouwens et al. 2006) and asterisks (Shimasaku et al.
2006). In the bottom left panel, an effective UV extinction of AUV,eff = 0.3 is applied to the two curves from the model (see the text). The two right panels are the
observed UV LF for LAEs at z ∼ 3 and z ∼ 4 in SXDS, taken from Ouchi et al. (2008).

(A color version of this figure is available in the online journal.)

and the observed one. Changing the IMF and SFR would also
change the reionization process and the neutral fraction of IGM,
although they are degenerate with uncertain escape fraction of
ionizing photons. The prediction of Lyα luminosity is coupled
with the evolution of the gas ionization state. A self-consistent
calculation is possible, but it is out of the scope of this paper. An
accurate estimation of the initial Lyα profile and width would
require detailed calculation of the Lyα transfer through realistic
ISM of high redshift galaxies, which is little constrained and
difficult to compute from first principles presently. We conclude
that, owing to model uncertainties, the discrepancy between
model LF and observed LF is not as serious a problem as it
appears to be and may be indications of some interesting physics
that is not considered in our current calculation or the need to
have more accurate prescriptions of some processes.

6.2. UV Luminosity Function

As mentioned in Section 5.3, at a fixed intrinsic Lyα lumi-
nosity of LAEs, the apparent (observed) Lyα luminosity has a
broad distribution, and vice versa. Since the intrinsic Lyα lumi-
nosity is directly correlated with the UV luminosity, our results
mean that the UV LF of the observed LAEs (with apparent Lyα
luminosity above certain threshold) must differ from the intrin-
sic one. In what follows, we show the differences caused by
the Lyα selection and compare the model UV LF of LAEs with
those from observations.

We convert the SFR in halos to the UV luminosity LUV (at
1500 Å) through

LUV = 8 × 1027(SFR/(M� yr−1)) erg s−1 Hz−1, (5)

which assumes Salpeter IMF and solar metallicity (Madau et al.
1998). Following observers, we express the UV luminosity in
AB magnitude, MUV = −2.5 log (LUV/(4πd2

0 )) − 48.60 with
d0 = 10 pc.

The thick solid curve in the top-left panel of Figure 16 is
the UV LF for all sources (galaxies) in our model. Because
of the tight correlation between SFR and halo mass, the curve
is basically a transformation of the halo mass function with a
constant mass-to-light ratio. This UV LF is from all the galaxies
in our model, regardless of the apparent Lyα luminosity. To be
detected as LAEs, the apparent Lyα luminosity should be high,
which imposes a selection function onto the full UV LF. The
UV LF of LAEs is from sources with apparent Lyα luminosity
above a threshold, which is set in our model such that the number
density of the selected LAEs (that can be observed) matches that
of the z = 5.7 LAEs in SXDS (about 4.0 × 10−4 Mpc−3 for our
adopted cosmology). The filled squares connected by the thin
solid curve shows the UV LF for the LAEs selected this way. For
a cut in apparent Lyα luminosity, sources with a higher intrinsic
Lyα luminosity (hence a higher UV luminosity) have a higher
possibility to be selected (see Figure 8). As a result, the UV
LF of LAEs is close to the full UV LF at the high luminosity
end. However, in lower mass halos (sources with lower UV
luminosity), fewer sources can have apparent Lyα luminosity
high enough to be detected. The UV LF of LAEs becomes
lower than the full UV LF. The ratio of the UV LFs of LAEs
and all galaxies as a function of UV luminosity is nothing more
than a reflection of the distribution of apparent Lyα luminosity
as a function of halo mass (Figure 8). As a consequence of
this simple effect, the UV LF of LAEs becomes flattened as
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the UV luminosity decreases and drops rapidly toward the low
luminosity end (Figure 16).

The predicted features in the UV LF of LAEs are indeed
seen in observations. The open symbols are observed UV LFs
of z = 5.7 LAEs (Shimasaku et al. 2006; Hu et al. 2006; Ouchi
et al. 2008). The LF becomes flat for MUV > −20.5. The
z = 5.7 observations are not deep enough to show the predicted
drop of the UV LF at the faint end, but the drop can be clearly
seen in the z ∼ 3 and z ∼ 4 data, as shown in the right panels
of Figure 16 (also see Figure 22 of Ouchi et al. 2008). Without
any adjustment, the UV LF of LAEs from our model is in
quite a reasonable agreement with observations. The observed
flattening of the LF toward lower luminosity is well explained
by our model. The agreement improves by adding an effective
UV extinction of AUV,eff = 0.3 to our model curve (lower left
panel of Figure 16). As implied in Section 6.1, the assumed IMF
and the adopted SFR in the simulation may not be accurate, and
we may need a higher UV luminosity. Therefore, the effective
UV extinction here should be understood as a combination of
the model uncertainty and dust extinction.

Kobayashi et al. (2010) present an LAE model with Lyα
escape fraction and UV extinction being functions of metal
column density and star-forming and outflow phases of galaxies,
which roughly reproduce the observed UV LF. The semi-
analytic model of Samui et al. (2009) with constant Lyα escape
fraction and UV extinction fails to reproduce the turnover of the
UV LF toward low luminosity end. By contrast, there is no Lyα
escape fraction parameter and mass-dependent UV extinction
in our model, and the radiative transfer is the single factor
responsible to convert the intrinsic Lyα emission to the observed
one. In other words, the Lyα escape fraction, defined as the
ratio of apparent-to-intrinsic Lyα luminosity, is an output of
the model. It is encouraging that our model, by accounting for
simple physics, is able to reproduce the features in the observed
UV LF. This is an independent output of our model and clearly
lends credence to our model.

The sources that are not detectable as LAEs because of a low
apparent Lyα luminosity can be detected as galaxies through
the dropout technique (e.g., Bouwens et al. 2003). In Figure 16,
the observed UV LF of the z ∼ 6 i-dropout galaxies is shown
as red crosses (Bouwens et al. 2006) and asterisks (Shimasaku
et al. 2006). At the faint end, it agrees with the full UV LF
from our model. It falls slightly steeper than our model curve
at the bright end. Note that the i-dropout technique can miss
LAEs with strong Lyα emission (Ouchi et al. 2008). The face
values of UV LFs from our model and the data suggest that
the sum of UV LFs of LAEs and dropout galaxies makes the
full UV LF. Obviously, the sum should not double-count those
LAEs that are also detected as dropout galaxies. Observations
show that about 30%–50% of dropout galaxies are detected as
LAEs (e.g., Dow-Hygelund et al. 2007; Stanway et al. 2007;
Ouchi et al. 2008; our model implies that this fraction can de-
pend on UV luminosity). Roughly accounting for this fraction,
the nonduplicated sum of the observed UV LFs of LAEs and
i-dropout galaxies seems to be in a reasonable agreement
with the full UV LF from the model. This is yet an-
other independent output of our model that agrees with
observations.

We see that, as a consequence of Lyα radiative transfer, LAEs
are sources that have a strong Lyα selection imposed. This
selection effect nicely explains the shape of the observed UV
LF of LAEs and that of the dropout galaxies.

6.3. Distribution of Lyα Equivalent Width

As shown in the above two subsections, with simple assump-
tions to account for the model uncertainty, the model is able to
reproduce the Lyα LF and UV LF of LAEs. We can go beyond
the two LFs to study the joint distribution of Lyα and UV lu-
minosities, which can be casted as the distribution of rest-frame
Lyα EW as a function of UV luminosity. This distribution is
not limited to LAEs and it can include that from the dropout
galaxies.

Observationally, it is found that z ∼ 6 galaxies seem to show
a deficit of large EW values for UV luminous objects (Ando
et al. 2006; Shimasaku et al. 2006; Stanway et al. 2007; Ouchi
et al. 2008; see the data points in Figure 18). The threshold
UV luminosity for the deficiency is MUV = −21.5 to −21.0
(Ando et al. 2006). Similar trend is seen for z ∼ 3–5 LAEs as
well (e.g., Ouchi et al. 2008; Shioya et al. 2009). The trend is
also reported for dropout galaxies at different redshifts (e.g.,
Shapley et al. 2003; Ando et al. 2007; Kajino et al. 2009;
Pentericci et al. 2009; Vanzella et al. 2009). Ando et al. (2006)
and other authors invoked the differences in dust extinction,
amount of internal and surrounding neutral hydrogen gas, age
of stellar population, and/or gas kinematics between UV faint
and luminous galaxies as possible causes of the trend seen in
Lyα EW and UV luminosity. Mao et al. (2007) present a model
of high redshift galaxies including chemical evolution and dust
attenuation. Kobayashi et al. (2010) also present a semi-analytic
model of LAEs, in which Lyα and UV are attenuated differently
by clumpy dust distribution. Both models seem to explain the
deficiency of high Lyα EW in luminous galaxies essentially by
means of halo mass-dependent dust content. On the other hand,
based upon a pure statistical analysis with z ∼ 3 galaxies,
Nilsson et al. (2009) conclude that there is no dependence
of Lyα EW on UV luminosity for LAEs and Lyman break
galaxies (LBGs). They interpret the lack of large Lyα EW,
UV bright galaxies as an observational effect of small survey
volumes.

For the model presented in this paper, the UV luminosity is
directly related to halo mass and the apparent Lyα luminosity
is determined by radiative transfer, which depends on the
environment of galaxies (Section 7). It is interesting to see
to what extent the observed relation between Lyα EW and
UV luminosity can be explained by our model. Following
Sections 6.1 and 6.2, we scale the Lyα luminosity by a factor
of 5 and apply an effective UV extinction of 0.3 for the UV
luminosity for each LAE source.

In our model, the intrinsic Lyα EW is a constant for all
sources, since both the intrinsic Lyα luminosity and the UV
luminosity are proportional to the SFR. Radiative transfer,
however, gives rise to a broad distribution of the apparent
(observed) Lyα EW. The distribution of the apparent EW is
similar to that in Figure 8(b), if the horizontal axis is relabeled.
Figure 8(b) shows the distribution in logarithmic space, while
EW distribution in linear space matches more closely with what
can be inferred from observations. In Figure 17, we show the
distribution of rest-frame Lyα EW in linear space from our
model. At a given UV luminosity, the distribution function
of apparent Lyα EW is a decreasing function of EW. In the
UV luminosity range considered here, the distribution function
drops faster for sources with lower UV luminosity.

In the left panel of Figure 18, the dotted contours show the
probability density distribution of objects in the plane of Lyα
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Figure 17. Distribution of rest-frame Lyα EW from the model. Different line
types correspond to different UV magnitude.

EW and UV luminosity from the model (thicker contours for
higher densities). The apparent Lyα EW distribution at a fixed
UV luminosity roughly follows an exponential distribution from
our model, with fewer sources having larger EW. If the EW
distribution did not vary with UV luminosity, the contour of
equal probability density in the left panel of Figure 18 would
appear to tilt along the direction of low EW and UV bright to
high EW and UV faint because the number density of objects
drops fast with UV luminosity. In our model, the apparent EW
distribution has a weak dependence on UV luminosity, but it
only leads to a slight change in the tilt direction of the contour
and cannot mask the effect caused by the decreasing number
density toward high UV luminosity. The dotted contours in
the left panel of Figure 18 clearly show that sources at the
corner of large apparent EW and high UV luminosity have a
low probability density. The low probability is a consequence
of the combination of two facts: that UV LF drops steeply
toward high luminosity and that the distribution of the apparent
Lyα EW at fixed UV luminosity is a decreasing function of
EW. The result suggests that a large survey volume is needed
to discover large EW, UV bright sources, which is consistent
with the conclusion in Nilsson et al. (2009). We note that we
do not assume any particular form of the EW distribution at a
given UV luminosity. In our model, we have a single value of
intrinsic EW for all sources, since both intrinsic Lyα luminosity
and UV luminosity are proportional to SFR and we apply the
same scaling in either luminosity for all sources. The distribution
of the apparent EW simply results from the radiative transfer
effect.

Because of the flux limit, luminosities of observed LAEs
are above a threshold. The red solid curve in either panel of
Figure 18 is the corresponding threshold for EW as a function
of UV luminosity for z = 5.7 LAEs in SXDS. To make a further
comparison between the model and the observed LAEs, we show
in the right panel of Figure 18 the median and quartiles (solid
and dotted thin curves) of the EW distribution as a function
of UV luminosity from the model, for LAEs corresponding to
those observed in the Subaru fields (filled circles and squares).
The model prediction largely follows the observational trend.

Again the lack of large EW, UV bright LAEs is evident in the
model. Although the small number of observed LAEs prevents
a comparison of the model and observed EW distribution as
a function of UV luminosity, we can make a comparison for
the overall EW distribution of the observed LAEs. The dashed
curve and dotted histogram in Figure 19 are two estimates
of the EW distribution for all the LAEs detected in SXDS
inferred by Ouchi et al. (2008). The dashed curve is obtained
with a maximum likelihood method by accounting for the full
probability distribution of the measured EW for each LAE. The
dotted histogram is obtained by simply counting the number of
LAEs in each EW bin based on the measured values of EW,
i.e., no uncertainty in the measured EW is assumed. According
to Ouchi et al. (2008), the two estimates likely bracket the true
distribution. The corresponding EW distribution from our model
is shown as the solid histogram, which appears to be in good
agreement with the observation estimates. Interestingly, it is
more closely resemble the one from the maximum likelihood
method.

Without appealing to differences in UV faint and UV bright
sources, such as the amount of dust and age of stellar population,
the observed deficit of bright UV galaxies with large Lyα EW
is reproduced by the model. It is a natural consequence of
the fact that UV LF drops toward high luminosity and the
distribution of apparent EW at fixed UV luminosity is largely
a decreasing function of EW. The model also reproduces the
observed EW distribution. We emphasize that at fixed UV
luminosity, the distribution of apparent EW in the model is
completely determined by Lyα radiative transfer effect, not by
any other mechanisms (e.g., different UV extinction or stellar
age). Our model suggests that dependence of dust or stellar
age on halo mass (or UV luminosity), if there is any, does not
play a dominant role in the observed Lyα EW distribution of
high-redshift galaxies and that Lyα radiative transfer is the main
mechanism in determining the observational properties.

7. IMPORTANT PHYSICAL FACTORS IN DETERMINING
THE OBSERVABILITY OF LAEs

In previous sections, we study statistical properties of Lyα
emission of LAEs in our model. At a fixed intrinsic Lyα
luminosity, the apparent luminosity and peak wavelength shift
have broad distributions. The cause of the distribution must be
related to the underlying distribution and kinematics of gas,
hence the matter distribution, around LAE sources, since Lyα
radiative transfer is sensitive to the density and velocity fields. In
this section, we study the correlations between the apparent Lyα
properties and the environment of matter around sources. By
revealing the physical causes, such correlations would aid our
understanding of the observability and the statistical properties
of LAEs.

To identify the key factors in shaping the observability of
LAEs, we first choose LAE host halos in a narrow mass
bin (∼8 × 1010 h−1 M�) and stack the neutral gas density,
temperature, and peculiar velocity profiles along the line of sight
centered on these halos. As shown by the dotted curve in the
middle-left panel of Figure 20, the stacked density profile around
a halo appears to peak at the halo center and to be symmetric
around the center. The central density is about a factor of 2000
higher than the mean cosmic density. We then stack only sources
that are strongly and weakly suppressed in Lyα luminosity (e.g.,
the upper and lower quartiles of Lapparent/Lintrinsic), respectively,
into two subsets. The stacked density profiles of strongly and
weakly suppressed sources (thin and thick solid curves in the
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Figure 18. Rest-frame Lyα EW as a function of UV luminosity. In both panels, the thick solid curve corresponds to the threshold of the observed (apparent) Lyα

luminosity for the z ∼ 5.7 LAEs in Ouchi et al. (2008), and the thick dashed vertical line shows the 3σ limit for the UV photometry in Ouchi et al. (2008). Dotted
curves in both panels show the distribution of objects in the plane of EW0 and UV luminosity from our model (see the text): in the left panel, the contours denote the
probability density of objects in the plane (thicker contours for higher densities); in the right panel, we plot the median (thin solid curve) and quartiles (dotted curves)
of EW0 for the LAEs that can be detected in Ouchi et al. (2008), i.e., for sources above the thick solid curve. The data points in both panels are taken from Ouchi et al.
(2008): the filled circles and squares are for z ∼ 5.7 LAEs in Ouchi et al. (2008) and Shimasaku et al. (2006) from the Subaru fields; the stars and diamonds represent
z ∼ 6 dropout galaxies in Stanway et al. (2007) and those compiled by Ando et al. (2006); the crosses denote z ∼ 5 dropout galaxies in Ando et al. (2006).

(A color version of this figure is available in the online journal.)

Figure 19. Distribution of Lyα rest-frame EW for z ∼ 5.7 LAEs. The dashed
curve and the dotted histogram are two estimates of the distribution for all the
photometrically selected z ∼ 5.7 LAEs in Ouchi et al. (2008). The dashed
curve is estimated from a maximum likelihood method by fully accounting for
the probability distribution of the measured EW0 for each LAE and the dotted
histogram is obtained by simply adopting the best measurement of EW0 (see
Ouchi et al. 2008). The solid histogram is from our model for the corresponding
population of LAEs, i.e., for LAEs that have the same number density as in
Ouchi et al. (2008).

middle-left panel of Figure 20) appear to have a relative offset in
amplitude and are asymmetric in opposite directions. The trend
becomes clear with the total mean profile subtracted (middle-
right panel of Figure 20). The temperature profiles of strongly
and weakly suppressed Lyα sources also show systematic but

small differences (top panels of Figure 20). As temperature is
largely linked to density inside halos, we tend to incorporate its
effect into an overall density effect. The difference in amplitude
and asymmetry of density profiles between strongly and weakly
suppressed sources indicates that density and density gradient
along the line of sight contribute to the observability of LAEs.

The overall stacked peculiar velocity profile around a halo
(bottom-left panel of Figure 20), with the velocity centered on
the halo velocity, shows clear signatures of infall region: an
inner Hubble-like contraction region near the center and an
outer region with infall velocity decreasing outward. Similar to
the density profile, we find difference in the slope of the velocity
profile in the outer infall region between strongly and weakly
suppressed Lyα sources (bottom-right panel of Figure 20).
Therefore, the peculiar velocity gradient along the line of sight
is a factor in determining the observability of LAEs. We check
the dependence on the line-of-sight velocity of halos and find
that halo velocity also contributes to the LAE observability.

The above exercises provide us with the initial evidence
on what physical variables affect the observability of LAEs.
Since on scales larger than halo size, gas density and velocity
largely follow those of the underlying dark matter, we identify
the matter density and peculiar velocity and their gradients
along the line of sight as the major factors in shaping the LAE
observability. We proceed to study the correlation between these
quantities and the suppression in Lyα luminosity for all the
sources in our model. We are interested in the environment
density and velocity around sources, not those inside halos,
but they cannot be obtained directly at the positions of halos
from the outputs of the reionization simulation. To eliminate
the influence of density and velocity profiles inside halos, we
smooth the density field with a 3D top-hat filter of radius of
2 h−1 Mpc (comoving). Conclusions reached below are largely
immune to possible uncertainties related to limited resolution
of the hydro simulations we use (∼65 kpc comoving), which
nonetheless is much smaller than 2 h−1 Mpc comoving.
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Figure 20. Mean gas distribution profiles along the line of sight around halos of mass 8 × 1010 h−1 M�. In the left panels, from top to bottom, are temperature, neutral
hydrogen density, and peculiar velocity profiles. Note that the halo velocity is subtracted from the peculiar velocity. The dotted curve in each panel is the mean profile
for all the halos in the narrow mass bin around 8 × 1010 h−1 M�. The thin and thick solid curves are those in the lower and upper quartiles of the apparent-to-intrinsic
Lyα luminosity ratio. In the corresponding panel on the right, we show the profile with respect to the mean profile, i.e., the mean profile for all halos in the mass bin is
subtracted.

With the smoothed overdensity field δ, we solve the linear
peculiar velocity from the continuity equation

δ̇ +
1

a
∇ · v = 0, (6)

where δ̇ can be written as f H (a)δ with f = d ln δ/d ln a
being the derivative of the growth factor and H (a) the Hubble
parameter at the time when the scale factor is a. The peculiar
velocity field is obtained from the Fourier transform

v = f Ha
∑

k

ikz

k2
δke

ik·r, (7)

where δk is the Fourier transform of the smoothed overdensity
field. The velocity gradient and density gradient along the
z-direction are

∂vz

∂z
= −f Ha

∑
k

k2
z

k2
δke

ik·r (8)

and
∂δ

∂z
=

∑
k

ikzδke
ik·r. (9)

The spatial derivatives in all the above equations are with respect
to comoving coordinates.

Figure 21 shows the correlations of the apparent-to-intrinsic
luminosity ratio with the environment overdensity, velocity,
and their gradient along the line of sight for all the LAEs in

our model. The trends of correlations at a fixed halo mass
look similar, with amplitudes and slopes of curves slowly
evolving with mass. These correlations reflect different aspects
of Lyα radiative transfer. In what follows, we interpret them
in turn.

Figure 21(a) shows that Lyα emission from LAEs is more
strongly suppressed in the denser region. This seems easy to
understand—higher density means high optical depth for Lyα
emission. At the high end of the density, high optical depth
also leads to large Lyα frequency diffusion (and more spatial
diffusion), which appears to be able to compensate for otherwise
reduced Lyα transmission due to high optical depth. As a result,
the curve of the overall luminosity suppression factor flattens
at very high density. In details, the above understanding is
not complete. Through the continuity equation (Equation (6)),
density is anti-correlated with velocity gradient. As shown
below (Figure 21(d)), velocity gradient plays a dominant role
in determining the suppression factor. As will be elaborated in
Paper II, the density dependence seen here is largely driven by
its anti-correlation with the velocity gradients, while velocity
gradients along different directions contribute a lot to the
anisotropic Lyα emission distribution.

Figure 21(b) shows that Lyα sources are easier to be trans-
mitted if the local density has a negative gradient along the line
of sight, i.e., density decreases toward the observer. Note that
the observation direction (line of sight) for Lyα emission in
our radiative transfer modeling is set to be along the −z direc-
tion; therefore, negative gradient means that sources are located
on the near side of overdense regions or on the far side of
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Figure 21. Dependence of Lyα flux suppression of LAEs on density and peculiar velocity. The suppression is characterized by the ratio of the apparent (observed) and
intrinsic Lyα luminosity Lapparent/Lintrinsic. Panel (a): dependence on the smoothed overdensity field at the source position. The overdensity field is smoothed with a
3D top-hat filter of radius 2 h−1 Mpc (comoving), which is chosen to be larger than the size of the infall region around halos. Panel (b): dependence on the density
gradient along the z-direction. The derivative is with respect to the comoving coordinate. Panel (c): dependence on the host halo velocity. Panel (d): dependence on the
linear peculiar velocity gradient along the z-direction. The linear peculiar velocity is obtained from the smoothed overdensity field based on the continuity equation
(see the text for detail). The velocity gradient is put in units of the Hubble parameter. In each panel, the solid curve is the median ratio and the two dotted curves
delineate the upper and the lower quartiles. Note that the observation is along the −z direction, which matters for interpreting the results of panels (b) and (c). See the
text.

underdense regions. With respect to sources located on the far
side of overdense regions or on the near side of underdense
regions, Lyα photons encounter a decreasing density profile,
thus low optical depth, along their way to the observer. Al-
though these photons also travel across other overdense and
underdense regions, the redshifting of these photons caused by
Hubble expansion would make these intervening regions largely
transparent to them. That is, only the immediate environments
of the sources affect their observability.

Figure 21(c) show that, with respect to the Hubble flow,
LAEs moving away from the observer have a lower suppres-
sion in Lyα luminosity than those moving toward the ob-
server. Note that sources with negative velocities are the ones
moving away from the observer, since we observe along the
−z direction. The IGM on scales larger than LAE host halos
can detach from the motion of halos to some degree, expe-
riencing Hubble expansion. The motion of the halo with re-
spect to the surrounding IGM thus introduces a dipole in the
Lyα optical depth around the source. For sources moving away
from the observer, Lyα photons acquire an additional redshift
from the halo motion, and hence the direction toward the ob-
server is the one that has the lower optical depth and photons
preferentially “leak” toward that direction.

Figure 21(d) shows that the line-of-sight gradient of the line-
of-sight velocity has the largest effect in shaping the LAE
observability. We see that sources located at places that have
larger line-of-sight gradient in peculiar velocity are easier to be

observed. A local velocity gradient effectively changes the local
Hubble expansion rate. A positive gradient increases the local
expansion rate. A faster expansion makes Lyα photons on the
red side of line center much easier to escape. It also makes Lyα
photons on the blue side of line center travel a shorter distance
to redshift to the line center and to be scattered in the IGM,
and therefore the escaping photons after frequency diffusion are
more centrally distributed, leading to higher surface brightness.
Both of these effects cause the transmission of Lyα photons to
be enhanced for sources with positive local velocity gradient.

We see that the major factors in determining LAE observabil-
ity all have clear physical origins. Quantities such as the density
gradient, velocity, and velocity gradient are statistically inter-
related. For example, in a statistical sense, sources on the near
side of an overdense region (negative density gradient) usually
moving away from us (negative velocity). However, on a source-
by-source basis, because of the randomness of the density and
velocity field, this is not always true. In other words, there are
large scatters among the correlations of these quantities. Since
these different quantities have different physical effects on Lyα
transmission, the overall Lyα transmission or luminosity sup-
pression effect should be a supposition of all of them.

The dependence of Lyα radiative transfer on large-scale
density and peculiar velocity fields imposes a strong selection
effect on observations of LAEs. The selection leads to new
features in the clustering of LAEs, which are investigated in
Paper II.
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Some of the environment factors identified here are expected
to be found in the exp(−τν) model. For example, Iliev et al.
(2008) compare the results from the exp(−τν) model with
and without the peculiar velocity field turning off. They find
that both the gas infall around halos and source peculiar
velocity are important in determining the suppression factors of
Lyα luminosity and in shaping the observed Lyα luminosity,
especially at the luminous end (see their Figures 21, 23,
and 24). This is qualitatively in parallel with our finding
that source peculiar velocity and peculiar velocity gradient
of surrounding matter are important factors. While McQuinn
et al. (2007) consider the cases of varying the global neutral
fraction, which shows the effect of density on the suppression
of Lyα luminosity, it is clearly different from what we intend
to do here. Nevertheless, we expect that the density and density
gradient effects also show up in the exp(−τν) model, given that
they contribute to the line-of-sight optical depth. Although in
most cases the simple exp(−τν) model can provide qualitative
understanding of Lyα radiative transfer results, we do not expect
it to capture all the physics. In the exp(−τν) model, the radiative
transfer is completely determined by the line-of-sight optical
depth. In the full calculation, this is not the case—the scatterings
of Lyα photons enable them to probe the optical depth in all
directions and the line-of-sight outcome depends on not only
the line-of-sight optical depth but also those in other directions
(see more details in Paper II).

8. SUMMARY AND DISCUSSION

8.1. Summary of Main Results

We perform a full Lyα radiative transfer calculation with a
Monte Carlo code (Zheng & Miralda-Escudé 2002) to study
LAEs in a cosmological volume. The LAE sources and the
physical properties of neutral hydrogen gas are taken from the
z ∼ 5.7 outputs of a cosmological reionization simulation (Trac
et al. 2008), which solves the coupled evolution of the dark
matter, baryons, and ionizing radiation in a box of 100 h−1 Mpc
(comoving) on a side. The large volume of the simulation allows
a statistical study of z ∼ 5.7 LAEs. Radiative transfer of Lyα
photons in the IGM environment around LAEs, which leads to
both frequency and spatial diffusion of Lyα photons, turns out
to play a crucial role in determining the observability of LAEs
and in understanding the observed properties of LAEs.

Although the radiative transfer calculation is computationally
costly, the LAE model we present in this paper is rather
simple. The UV or intrinsic Lyα luminosity is assumed to be
proportional to the SFR, which is tightly coupled to halo mass
in the reionization simulation we use. That is, we essentially
adopt a constant mass to light ratio, where mass is halo mass
and light is either UV or Lyα. All we do is to add the physics
of Lyα radiative transfer into the model to obtain the observed
properties of LAEs. That is, we introduce the radiative transfer
of Lyα photons in the IGM as the single factor responsible
for transforming the intrinsic Lyα emission properties to the
observed ones. Our model produces IFU-like data cube that
covers the extent of the simulation box, which allows mock
observations to be made. With the Lyα image contracted from
this data cube, we follow typical observational procedures (e.g.,
Ouchi et al. 2008) to identify LAEs and then extract their Lyα
spectra.

Initially Lyα photons are produced inside the star formation
region. Therefore, the intrinsic Lyα sources are expected to be
similar in size as the UV sources, which are compact (�1 kpc;

Taniguchi et al. 2009). We find that an intrinsically point-like
Lyα source becomes extended as a consequence of resonant
scatterings of Lyα photons (spatial diffusion). The scatterings
of Lyα photons do not destroy them and all Lyα photons escape
in the end. However, observationally, only the central part of
the extended source can be detected as a consequence of the
limit set by the surface brightness threshold. The scatterings
of Lyα photons also cause the frequency of Lyα photons to
change (frequency diffusion). The resultant Lyα spectra from
the central aperture do not have a simple relation to the initial
profile, which is assumed to be Gaussian in our model. Our
results from full radiative transfer calculations show a clear
difference from a simple treatment of Lyα radiative transfer,
namely the exp(−τν) model, widely adopted in the previous
work, which modifies the intrinsic Lyα spectrum by multiplying
the line-of-sight transmission determined by the optical depth
at each frequency.

The observed Lyα spectrum of an LAE in our model shows
a clear asymmetry, skewed toward red. Although the exp(−τν)
model produces the same qualitative feature, the predicted line
profile, the frequency shift, and the total flux are all significantly
different from our results. While the spectrum of the exp(−τν)
model we present is essentially the intrinsic one truncated
below a certain wavelength (but see Figures 14 and 15 in Iliev
et al. 2008 for more complex line shapes, probably caused by
different assumptions in the exp(−τν) model), the observed Lyα
spectrum in our model can have contributions from photons
with frequency much redder than initial photons, a result of the
scattering-caused frequency diffusion. We find that the redward
shift of the Lya line induced by radiative transfer is usually a
few times the intrinsic line width, with a distribution that peaks
at about 3 times. The asymmetry and shift of the Lyα line do
not indicate the presence of any winds, but they arise from the
structure of the halo infall and Hubble expansion around the
sources. If one were to infer the wind velocity, if there is any,
from comparing the relative shift in the Lyα line and an optically
thin line, one has to keep in mind the Lyα radiative transfer
effect. For example, the observationally inferred velocity of the
receding winds would be overestimated by ∼100 km s−1 or more
if the effect is not taken into account.

As a consequence of the frequency diffusion and spatial
diffusion, our model predicts a much higher observed Lyα flux
than the exp(−τν) model. At a fixed intrinsic Lyα luminosity
(i.e., fixed host halo mass), the observed (apparent) luminosity is
broadly distributed. The shift in the Lyα line peak and the ratio
of the apparent-to-intrinsic Lyα luminosity appear to be anti-
correlated. The distributions of the line peak shift and the ratio
of apparent-to-intrinsic Lyα luminosity, and their correlation, all
result from the dependence of the Lyα radiative transfer on the
IGM environments around sources. It would be interesting and
extremely useful if we could make use of the full information
in the observed Lyα properties to infer the intrinsic ones, and
we reserve such an investigation for future work. Although
our model predicts a much higher observed Lyα flux than
the exp(−τν) model, it still leads to a highly suppressed Lyα
flux, compared with the intrinsic one. The suppression factor
depends on the assumed line width and profile of the intrinsic
Lyα spectra. For the line width assumed in our model (given
by halo virial temperature), we find that with respect to the
intrinsic Lyα LF of LAEs, the observed (apparent) Lyα LF shift
toward the low luminosity end by roughly 1 order of magnitude
in luminosity. For comparison, the exp(−τν) model would shift
by 2 orders of magnitude in luminosity.
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We make comparisons between the z ∼ 5.7 LAEs in our
model and those observed in SXDS (Ouchi et al. 2008). The
sizes, morphologies, and Lyα line profiles of the model LAEs
are remarkably similar to the observed ones. For the Lyα LF,
UV LF, and Lyα EW distribution, our model can successfully
reproduce the observations and provide physical explanations
for various observed features.

After an overall adjustment of a factor of ∼5 in luminosity,
the Lyα LF of model LAEs matches well with observation. The
adjustment reflects our incomplete knowledge in the stellar IMF
at high redshift, the uncertainty in the model SFR, and the lack
of information on the intrinsic Lyα line profile. According to
our model, there is no one-to-one map between the intrinsic
and the observed Lyα luminosity. In other words, there is a
large scatter in the relation between the apparent and intrinsic
luminosities. At a fixed observed luminosity, LAEs can differ by
1 order of magnitude in the intrinsic luminosity (Figure 8(c)).
This large scatter has to be taken into account when interpreting
the observed Lyα LF and linking the observed LAEs to their
host halos.

For the UV LF of observed LAEs, our model prediction shows
a good agreement with observation. In particular, the turnover
of the UV LF toward the low luminosity end seen in high-z (z ∼
3–6) LAEs is well reproduced. The key to interpret the shape
of the UV LF is that observed LAEs are sources with observed
(apparent) Lyα luminosity above certain threshold. The turnover
reflects that for LAEs with low UV luminosity (or low intrinsic
Lyα luminosity, or low halo mass), the probability for the
observed Lyα luminosity to exceed the observation threshold
is low, a consequence of the broad distribution of apparent Lyα
luminosity at a given intrinsic Lyα luminosity. The full UV LF
for sources in our model (i.e., without imposing the observation
Lyα luminosity threshold) agrees well with the nonduplicated
sum of the observed UV LFs of LAEs and i-dropout galaxies at
z ∼ 6.

The observed distribution of Lyα EW as a function of
UV luminosity is also reproduced in the model. We note
that in our model all the sources have the same intrinsic
EW and the distribution of the observed values of EW at a
fixed UV luminosity is purely caused by the environment-
dependent radiative transfer effect. At a fixed UV luminosity, the
distribution of observed (apparent) EW is a decreasing function
toward high values. The observational trend of lacking UV
bright, high EW sources (e.g., Ando et al. 2006) is naturally
explained by our model in that such sources lie in a low
probability corner—a combination of the drop of the UV LF
toward high luminosity and the drop of the apparent EW
distribution function toward high EW value. LAE surveys with
large volume will test the interpretation.

Therefore, the observed properties of LAEs can be explained
by simply invoking Lyα radiative transfer: the effects of the
local IGM environment, depending mainly on the gas density
and line-of-sight velocity and their line-of-sight gradients, lead
to the distribution of observed Lyα emission properties at fixed
intrinsic Lyα luminosity. This environmental selection also
causes new features in the clustering of LAEs that we will study
in Paper II.

8.2. Implications and Discussion

Our interpretation of the observations of LAEs does not
invoke any mass-dependent dust absorption, which is in contrast
to many previous models (e.g., Dayal et al. 2010). Uniformly
distributed dust efficiently absorbs Lyα photons, since the large

number of resonant scatterings increase the path length. There
is much less attenuation when the dust is in gas clumps and Lyα
photons bounce off the cloud surfaces (Neufeld 1991; Hansen
& Oh 2006). Optical, UV, and Lyα observations of local star-
forming galaxies provide evidence that ISM kinematics and
geometry play a more significant role than dust in affecting the
Lyα emission (e.g., Giavalisco et al. 1996; Keel 2005; Atek et al.
2008, 2009). Our model successfully reproduces the observed
UV LF of LAEs by incorporating only a mass-independent
effective UV extinction of at most 0.3 mag. We conclude that any
mass-dependent dust effects are not likely to play a substantial
role to determine the observed properties of LAEs, compared to
Lyα radiative transfer effects.

Our model also has important implications for the duty cycle
and the Lyα escape fraction of LAEs. The theoretically predicted
(intrinsic) Lyα LF, which essentially is the halo mass function,
is substantially higher than the observed one. Two scenarios
have been introduced to address this problem, the duty cycle
and the Lyα escape fraction scenarios (e.g., Stark et al. 2007b;
Nagamine et al. 2008). In the duty cycle scenario, LAEs are
short-lived and a fraction of all galaxies are active as LAEs
at any given time, lowering the amplitude of the Lyα LF. In
the Lyα escape fraction scenario, only a fixed fraction of Lyα
photons escape from the source and the overprediction problem
is solved by shifting the LF toward the low luminosity end. To
conserve the number density of LAEs of a given sample, the
masses of host halos in the duty cycle scenario would be on
average lower than those in the escape fraction scenario. As a
consequence, the clustering of LAEs would be different in the
two scenarios, with a stronger clustering in the escape fraction
scenario. Nagamine et al. (2008) find that LAE clustering
measurements from observations are in favor of their duty cycle
scenario.

In our model, Lyα photons all escape after a large number of
scatterings. The Lyα escape fraction, in its literal meaning, is
therefore unity. However, only the central part of the extended
Lyα emission of LAEs can be observed, which gives rise to an
apparent or effective Lyα escape fraction. Since the observed
Lyα luminosity has a broad distribution at a fixed intrinsic
Lyα luminosity, our model predicts a broad distribution of
the effective Lyα escape fraction rather than a single value.
In our model, no duty cycle parameter is introduced. Since
halos of the same mass have similar SFR in our model, the
corresponding intrinsic Lyα luminosities are the same, i.e., Lyα
emission does not come from a fraction of halos. However, an
apparent or effective duty cycle arises as a result of the selection
effect caused by Lyα radiative transfer (a broad distribution of
observed Lyα luminosity at a fixed intrinsic Lyα luminosity)
and a Lyα luminosity threshold in observation. This can be
seen from comparing the UV LF for all galaxies (dropout
galaxies and LAEs) and that for LAEs (Figure 16), which can
be described as that at a fixed UV luminosity (or halo mass)
only a fraction of all the galaxies are observed as LAEs. This
effective duty cycle does not have the physical meaning in its
original form. Moreover, it is not a constant, since it changes
with UV luminosity (Figure 16). Tilvi et al. (2009) present an
LAE model in which Lyα luminosity (or SFR) is related to the
halo mass accretion rate, rather than halo mass, and the model
naturally gives rise to the duty cycle of LAEs. The duty cycle in
their model, however, has its original meaning, in direct contrast
with our model. Our model still ties the intrinsic Lyα luminosity
(SFR) to halo mass and let the Lyα radiative transfer do the work
of converting it to observed Lyα luminosity. Because of the large
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scatter between the observed Lyα luminosity and the intrinsic
one (or halo mass) in our model, for a sample of LAEs above
a Lyα luminosity threshold, some of them can reside in halos
with mass smaller than the threshold mass above which halos
have the same number density as LAEs.

The main uncertainties in our model are the stellar IMF, the
SFR, and the intrinsic Lyα line profile. The first two are general
uncertainties for any model. The IMF at high-z is neither well
constrained observationally nor well understood theoretically.
The SFR in galaxy formation model is related to the complex
gas physics that we do not have a satisfactory understanding.
Changing IMF or SFR would change the details in the reion-
ization process and therefore change the gas properties (e.g.,
neutral fraction and temperature distribution) at a fixed redshift.
For the reionization history itself, the escape fraction of ioniz-
ing photons adds a further uncertainty. Even though we focus
on LAEs at z ∼ 5.7, when reionization is almost complete,
different reionization histories can still leave different imprints
on the gas distribution. For example, the IGM temperature in
a region is correlated to the time when this region is reionized
and heated (e.g., Trac et al. 2008). A detailed study is needed to
investigate the effect of inhomogeneous IGM temperature dis-
tribution on Lyα radiative transfer. To be fully self-consistent,
for any change in the IMF, SFR, and escape fraction of ionizing
photons, one has to re-run the reionization simulation to solve
the density, velocity, and temperature distributions of neutral
gas and then perform the Lyα radiative transfer calculation. If
the IMF, SFR, and escape fraction of ionizing photons change
in a way to maintain the same reionization history, the effect
of the IMF and SFR change can be largely characterized by
an overall scaling in UV or intrinsic Lyα luminosity and one
does not need to redo the Lyα radiative transfer calculation. For
simplicity and to avoid extensive computations for reionization
and radiative transfer simulation, we adopt such a scenario in
this paper. Changing the width of the intrinsic Lyα line profile
leads to changes in the distribution of the apparent-to-intrinsic
Lyα luminosity ratio. Although we cast the effect as an over-
all scaling in the apparent Lyα luminosity for the Lyα LF, the
intrinsic Lyα line profile is important in many aspects of the
Lyα observation (image, spectra, etc.) and its effect deserves
a detailed investigation. Lyα radiative transfer calculation with
high resolution hydrodynamic simulations for individual LAEs
are necessary to shed light on the intrinsic Lyα line profile (e.g.,
Laursen & Sommer-Larsen 2007). Changing the IMF affects
the flux of ionizing photons more than that of the ∼1500 Å UV
photons, which leads to a change in the ratio of the intrinsic Lyα
luminosity to UV luminosity, or the intrinsic Lyα EW. Intrinsic
Lyα line profile and dust play a role in converting the intrinsic
EW to apparent EW, with the former affecting the Lyα luminos-
ity and the latter adding extinction to UV luminosity. Therefore,
the full distribution of observed Lyα EW and UV luminosity of
LAEs can give constraints on the IMF, SFR, dust, and intrinsic
Lyα profile.

Although we have identified key environment factors in
shaping the observational properties of LAEs, the dependence
of radiative transfer on environments deserves a further study
to understand the details of Lyα scatterings in the surrounding
regions of LAEs.

Our Lyα radiative transfer calculation relies on the gas
distribution and properties from the cosmological reionization
simulation. The radiative transfer of ionizing photons with a
ray-tracing algorithm is crucial in determining the state of gas.
We have tested our LAE model for a reionization simulation

with improved ray-tracing algorithm (H. Trac et al. 2010, in
preparation) in a small box (25 h−1 Mpc comoving on a side).
We find that the results presented in this paper are robust.

Lyα radiative transfer through the surrounding circumgalactic
and intergalactic media is a physical process that likely plays an
important role in galaxies at all redshifts. It has to be taken into
account for modeling LAEs and for interpreting observations.
Our model is rather simple and can naturally explain an array of
observations of LAEs, which make it extremely attractive. It is
interesting to see how well it does in interpreting observations
of LAEs at lower redshifts (e.g., z ∼ 3). We also plan to apply
it to the era of the late stage of reionization to study how to use
LAEs to constrain reionization.
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APPENDIX

EFFECTS OF THE INITIAL Lyα LINE WIDTH AND GAS
TEMPERATURE IN THE exp(−τν) MODEL

In Section 5, we make comparisons of the results from full
radiative transfer calculation and those from the exp(−τν) model
(see Figures 10–13). The exp(−τν) model has been widely
adopted in studying LAEs. While the exp(−τν) model we
present in this paper predicts that the apparent Lyα luminosity
is at the level of a few percent of the intrinsic one, leading to
large offset of the apparent Lyα luminosity function with respect
to the one measured from observation, the exp(−τν) model in
other work (e.g., McQuinn et al. 2007; Iliev et al. 2008) does
not show such a large suppression in Lyα flux. For example,
the apparent-to-intrinsic Lyα luminosity ratio is at the level of
tens of percent for models in Iliev et al. (2008). This appendix
aims at resolving the discrepancy by clarifying the assumptions
adopted in our exp(−τν) model and others.

In our exp(−τν), we assume the same initial Lyα line width
as with the full radiative transfer calculation. The initial rms
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Figure 22. Effects of the initial Lyα line width and gas temperature in the exp(−τν ) model. Left panel: ratio of the apparent (observed) to intrinsic Lyα luminosity
as a function of the initial Lyα line width σinit. The bottom axis marks the line width in terms of the width σvir set by halo virial temperature, while the top axis in
units of the circular velocity vc at halo virial radius. The thick and thin solid curves are the median and quartiles of the luminosity ratio distribution for the case using
gas temperature in the reionization simulation. The set of dotted curves is the same but with the gas temperature set to 104 K in all regions. Right panel: thermally
averaged cross-section of Lyα scattering as a function of gas temperature. The bottom axis marks the frequency offset with respect to the Lyα line center and the top
axis indicates the fluid velocity that can give rise to such an offset. The cross-section is composed of a thermal (Gaussian) core and a Lorentzian wing dominated
at small and large frequency offsets, respectively. Changing gas temperature from 105 K to 104 K has a large effect on the Lyα scattering cross-section for gas with
velocity in the range of ∼10–100 km s−1. See the text for details.

line width is determined by the halo virial temperature (see
Section 3), σinit = 31.9 (Mh/(1010 h−1 M�))1/3 km s−1. We
also adopt the gas temperature provided by the reionization
simulation, which is solved self-consistently in the simulation.
As shown in Figure 20, the temperature of the gas drops from
∼105 K near the source center to ∼104 K in the IGM. For
comparison, the initial line width and gas temperature adopted
in other work are different from ours. For example, the fiducial
model in McQuinn et al. (2007) adopts a line width set by
the circular velocity at halo virial radius, which is about 2.3
times higher than our value. Iliev et al. (2008) assume the initial
rms line width to be 160 km s−1 for all sources, which is much
larger than the value we use for most sources. Both McQuinn
et al. (2007) and Iliev et al. (2008) assume the gas temperature
in all regions to be 104 K when computing the transmission
of Lyα emission. Given these different assumptions used in
our work and others, we perform tests of the effects of initial
line width and gas temperature on the Lyα flux suppression
in the exp(−τν) model with a small simulation (box size of
25 h−1 Mpc comoving on a side). We calculate the distribution
of the apparent-to-intrinsic Lyα luminosity ratio for all sources
with halo mass above 5 × 109 h−1 M�.

The solid curves in the left panel of Figure 22 show the median
and quartiles of the apparent-to-intrinsic Lyα luminosity ratio
as a function of the initial line width for the case using gas
temperature in the reionization simulation. The results presented
in Section 5 are based on the (default) value σinit/σvir = 1. As
expected, the luminosity ratio is sensitive to the initial line width.
At σinit/σvir = 2 the median ratio is about 1 order of magnitude
higher than that from our default case.

The dotted curves in the left panel of Figure 22 correspond
to the case with gas temperature set to 104 K in all regions.
Changing the gas temperature leads to changes in the thermally
averaged cross-section for Lyα scattering. As shown in the right

panel of Figure 22, the scattering cross-section is composed of
a thermal (Gaussian) core and a Lorentzian wing dominated at
small and large frequency offsets, respectively. The core is wider
at higher temperature. Since the temperature around a source in
the reionization simulation can be higher than 104 K (Figure 20),
setting the temperature to 104 K would underestimate the
scattering optical depth near the source and overestimate the
transmitted flux. This explains why the luminosity ratio in
the case with T = 104 K is higher than that with simulation
temperature (left panel). For a quantitative comparison, we note
that Iliev et al. (2008) present a case with σinit/σvir � 2.2 and
T = 104 K (rightmost panel of their Figure 25) and the median
luminosity ratio is ∼0.33. Under the same assumptions, our
exp(−τν) model in Figure 22 gives a median ratio of ∼0.25, in
broad agreement with their result. The residual difference may
be caused by the difference in the simulations (e.g., hydrogen
neutral fraction).

To conclude, the outcome of the exp(−τν) model depends
on the initial Lyα line width and gas temperature distribution
and our exp(−τν) model results are consistent with others if the
same assumptions are adopted.
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