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ABSTRACT. We propose a new approach to differential astrometry and photometry of faint companions in adap-
tive optics images. It is based on a prewhitening matched filter, also referred to in the literature as the Hotelling
observer. We focus on cases where the signal of the companion is located within the bright halo of the parent star.
Using real adaptive optics data from the 3 m Shane telescope at the Lick Observatory, we compare the performance
of the Hotelling algorithm with other estimation algorithms currently used for the same problem. The real single-star
data are used to generate artificial binary objects with a range of magnitude ratios. In most cases, the Hotelling
observer gives significantly lower astrometric and photometric errors. In the case of high Strehl ratio (SR) data
(SR = 0.5), the differential photometry of a binary star with a Am = 4.5 and a separation of 0.6” is better than
0.1 mag; a factor of 2 lower than the other algorithms considered.

1. INTRODUCTION

Differential astrometry and photometry of faint companions
in adaptive optics (AO) observations is an important new prob-
lem in astronomy (Roberts et al. 2005, 2007). Methods are
currently being developed for application to Extremely Large
Telescope (ELT) images of exoplanets (Kasper et al. 2008).
For exoplanets, differential photometry can be used to derive
the planetary mass assuming one of the theoretical models for
either reflected or internal light (Baraffe et al. 2003). Hence, an
estimate of the planet’s mass could in principle be derived from
a single image. The importance of accurate binary star pho-
tometry lies in determining one of the most basic properties
of a star: its mass. When the mass of a survey of stars is esti-
mated accurately, this information can serve as a test of stellar
formation and evolution models (Turner et al. 2008).

We propose a new likelihood-maximization method based on
using the Hotelling observer (Barrett et al. 1995) to extract as-
trometry and photometry of faint companions in AO-corrected
images. The Hotelling observer is an algorithm derived from
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statistical decision theory. When used to detect features, the
algorithm/observer applies one or more linear operations to the
data and the results of these operations are used to make a de-
cision regarding the nature of the recorded feature, e.g., whether
it represents a signal or noise. Furthermore, a modified version
of the algorithm can be used to estimate features of objects al-
ready classified as real. In this article, we discuss the estimation
accuracy of the Hotelling observer and not its reliability as a
detection scheme; for the latter, see Caucci et al. (2007).

The accuracy of the Hotelling approach is compared to other
commonly used algorithms using test data. The chosen algo-
rithms are StarFinder (Diolaiti et al. 2000) and Fitstars (ten
Brummelaar et al. 2000). In § 2 we review these and other algo-
rithms which have been applied to the tasks of extracting
astrometry and photometry from AO images of binary stars. The
Hotelling observer for computing astrometry and photometry is
derived in § 3. In § 4 a description of the observations and data
reduction is presented, followed in § 5 with a comparison of the
astrometric and photometric accuracy of the three algorithms.
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The paper concludes in § 6 with a discussion of the performance
of the algorithm and some suggestions for future study.

2. STANDARD APPROACHES TO AO PHOTOMETRY
AND ASTROMETRY

There are three main approaches to deriving photometry
from stellar images; aperture photometry, PSF fitting, and
deconvolution. The latter two techniques also extract relative
astrometry.

Digital aperture photometry can be carried out using the
APPHOT package (Davis 1989) within the IRAF environment
(Shames & Tody 1986). The technique uses pixel integration
over a user-defined aperture in the image. No knowledge of
the point-spread function (PSF) is needed as no PSF-fitting
techniques are used. This method works best on uncrowded star
fields where there is no overlap of light from nearby stars.

It is often the case that images of close binary stars do have
overlapping profiles, in which case aperture photometry is not
suitable for extracting differential photometry. Stetson (1987)
was one of the first to propose using PSF fitting for this prob-
lem. In the PSF-fitting approach, an analytic or empirical PSF is
used together with a fitting algorithm to match scaled-and-
shifted copies of this PSF to the data. The photometric accuracy
of this method depends mostly on the accuracy of the PSF
estimate. This estimate can be obtained by describing the PSF
analytically or numerically. The most commonly used analytical
PSFs are Gaussian, Lorentzian, or Franz functions (Devaney
1992). This analytical approach works best when the images
are critically sampled (Nyquist), or undersampled (Stetson et al.
1990). In the second approach, the empirical PSF is extracted
directly from the observations. If there is a bright isolated star in
an image, then a subarray containing this isolated star will pro-
vide an empirical model of the PSF. This is best implemented on
oversampled data (Stetson 1992).

A combination of these methods has been implemented in
the DAOPHOT II software package (Stetson 1992). An analy-
tical function is first fitted to the data for several bright isolated
stars, and scaled copies of this profile are then subtracted from
the original data. The subarrays containing the residuals are
extracted and averaged together. The estimated PSF is then a
combination of the analytical PSF and an interpolation on
the residuals. This method works best when the analytic func-
tion accounts for over 90% of the profile shape within the
“true” PSF.

A more recent implementation of the PSF-fitting concept is
the StarFinder package (Diolaiti et al. 2000). The code, which
has a graphical user interface, was developed for the specific
purpose of measuring relative photometry and astrometry in
AO-corrected stellar fields. The algorithm operates in two
stages: initial PSF estimation and iterative PSF fitting. In the
first stage, bright isolated stars in the image are identified
and background-subtracted. The resulting subimages are then
registered with subpixel accuracy, normalized, and median-

combined to produce the first PSF estimate. A synthetic field
consisting of delta functions convolved with the PSF estimate
is then subtracted from the data. In the second stage, the residual
image is searched via cross-correlation with the PSF template
for additional sources. Images of the detected secondary sources
are then fitted with the PSF estimate. The result of this is relative
astrometry and photometry, as well as an updated estimate of the
PSF. The process is iterated until no sources can be reliably
found in the residuals. The deconvolution approach is based
on the image formation equation

i(z,y) = o(z,y) * p(r,y) + n(z,y), )]

where x and y are focal-plane coordinates, i is the image, o is the
exact representation of the object in the focal plane, p(x,y) is
the system PSF, which is assumed to be isoplanatic, i.e., it does
not vary over the field, * denotes convolution and n comprises
all the noise terms. Equation (1) can be written in the Fourier
domain

I=0xP+N, (©))

where capital letters denote the Fourier transformation of the
function represented by the corresponding lower case letter,
i.e., I is the Fourier transform of . This form suggests a simple
deconvolution method—having a PSF, an estimate of the object
could be obtained by inverting equation (2). Unfortunately this
inversion leads to amplification of noise, which is always pres-
ent in the observations. This effect can be partly alleviated by
using a Wiener filter in the inversion of equation (2) (Press
et al. 1986).

In AO-corrected astronomical observations the PSF is never
known exactly. A further complication is that the AO PSF can
have a complex asymmetric form. In this case both the object
and the PSF have to be extracted from the data. This is referred
to as blind deconvolution (Stockham et al. 1975). Ayers &
Dainty (1988) proposed an iterative algorithm to solve for
two positive functions, o and p, which provide the best solution
to equation (1).

The algorithm works in the following manner: firstly, a non-
negative-valued initial estimate of o is input to the iterative
algorithm; this function is then Fourier transformed to yield O;
the tilde denotes an estimate of the function O is then inverted to
form an inverse filter and multiplied by I (eq. [2]) to form P.
This estimated Fourier spectrum is then inverse transformed to
give py, the first estimate of the PSF. A nonnegativity constraint
is then applied to p, and it is then Fourier transformed to give
]50. This function is then inverted and multiplied by [ to give the
next estimate O;. The iterative loop is completed by inverse
Fourier transforming O; to give o, and applying a nonnegativity
constraint to yield o0;. The loop is repeated until two positive
estimates of o and p, which satisfy the required convolution
1, are found.
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Lane (1992) showed that this algorithm does not converge in
a stable way. For example, an extra iteration of the Ayers-Dainty
algorithm may result in new estimates of o and p that are worse,
both in terms of their error metric and visually, than the previous
estimates. Lane proposed to perform deconvolution by minimiz-
ing an error metric function & which imposes constraints in
both Fourier and image spaces. The minimization technique
he used was a conjugate gradient approach (Fletcher 1987).
In practice the algorithm produces a series of estimates of o
and p which have a decreasing value of the function £ with
each iteration. The algorithm converges when a minimum of
FE has been found.

This iterative blind deconvolution (IBD) framework was
further refined by Jefferies & Christou (1993). Their error
metric function contained four contributions to the metric. As
before, an error metric in the image and Fourier spaces was
included, as well as an error metric for a band-limit constraint
on the PSF and an error metric for the Fourier modulus. The
conjugate gradient routine from Press et al. (1986) was used
to minimize the combined error metric. They applied their
IBD algorithm to a wide range of astronomical images and de-
tected a third component in the binary system 85 Pegasi.

Fitstars (ten Brummelaar et al. 2000) is an iterative blind
deconvolution algorithm optimized for binary stars. It extracts
differential photometry and astrometry of the two stellar com-
ponents, as well as the PSF corresponding to the observations.
The object is assumed to consist of two ¢ functions. If the in-
tensity of the ith star is A; and its position is (z;,y;), we can
write the object as

o(x,y) = > Aib(x —x;y— ). 3)

-

=1

Using an initial guess for the PSF, this equation can be solved in
a least-squares sense for the positions and magnitudes of the
stars in the field. The sample PSF can be taken from an image
of a single star, or the result from a previous operation of
Fitstars. Even a relatively poor initial guess of the PSF will con-
verge and produce similar results. The PSF changes sub-
stantially between observations of different targets due to
changes in seeing and variations in AO performance on different
targets. In order to compensate for this, a new model of the PSF
is extracted from the data using the fitted estimates of the posi-
tion and magnitude differences. An estimate of the PSF based
on the star k is

pr(e,y) =iz, y) = Y Al6(z — 25y — ) * pra (2, )],
J#k
)
An estimate of the PSF can be extracted for each star in the field,

and a new PSF is formed by use of a weighted average over the
PSF estimates (ten Brummelaar et al. 1996)
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1
pnew(xv y) = Z_A X ZAjpk(ma y) (5)
—~"J J
J

This p,.y 1s @ new PSF model and the process can be repeated
until the results converge. Fitstars has been used with adaptive
optics data sets from several telescopes with results which
compared well to other methods (Horch et al. 2001; Pluzhnik
2005).

3. THE HOTELLING OBSERVER

The Hotelling observer is sometimes referred to as a pre-
whitening matched filter (Barrett et al. 2006a). In the process
of prewhitening, the data are divided by the data covariance
matrix with the aim of producing spatially stationary, uncorre-
lated noise. In this article we use an image of a reference star—a
calibration PSF—to obtain an estimate of the data covariance
matrix. This PSF is used to subtract the signal of the bright star
from the image (PSF subtraction), flatten the residuals (pre-
whitening), and estimate the companion’s signal via matched
filtering. Data prewhitening and matched filtering is not unique
to the Hotelling observer; the generalized Wiener-Helstrom
filter (Helstrom 1968; Barrett et al. 1995; Barrett et al. 2006a)
also uses second order statistics of the object, and forms its out-
put by a linear operation on prewhitened data. However, the
Wiener-Helstrom filter is biased toward the a priori mean
and this is not the case for the Hotelling observer.

The task we are concerned with is the estimation of the loca-
tion and intensity of a faint companion in an AO-corrected
image. It is, however, convenient to introduce the nomenclature
corresponding to faint companion detection. In this case, for a
given data set g there are two hypotheses to be considered:
H, refers to the case when a companion is present in the data
and H refers to the hypothesis that it is absent. One of our
assumptions is that the data were already preprocessed, so that
they are flat-fielded and background-subtracted. Also, if the
observations consist of multiple images, we assume that these
frames have been recentered and co-added. The algorithm/
observer is now supplied with a preprocessed long-exposure
image.

Let g, denote the mean image when a companion is absent;
the overbar refers to the mean of the data averaged over the mea-
surement noise. When a companion is present, at the position
T the mean image is written as g, , . The true signal of the
companion is then given by

Srp[ = gl,rp, - g()' (6)

In real life situations, astronomical images are contaminated
by several types of noise, such as cosmic ray hits, bad pixels on
the detector, readout noise from the detector, and noise due to
the stochastic nature of photon detection. Bad pixels and cosmic
ray hits can usually be compensated for by applying a median
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filter to the data (Artigau et al. 2008). The noisy images are
modeled under the two hypotheses as

Hoig =gy +n, Hl,rpl:g =gy + Srpl + n. (7)

——

Ly

The noise n is composed of Gaussian noise from the detector
readout and Poisson noise arising from the detection of the in-
cident radiation. We do not consider spatially correlated static
(Gladysz & Christou 2008) or pinned (Bloemhof et al. 2001)
speckle noise. This is because it is very difficult in practice
to obtain information on the statistics of the correlated speckle
noise. Theoretically there is nothing preventing the use of a full
covariance matrix in equations (9) and (10). Nevertheless we
will show that very good results can be obtained with our algo-
rithm assuming uncorrelated noise, i.e., a diagonal covariance
matrix. A possible approach to include speckle noise in the
covariance matrix is to use data from image-plane wavefront
sensors (Vasisht et al. 2006).

In the following we assume that the data with dimensions of
n x n have been rearranged into column vectors of size M x 1,
where M = n x n. This rearrangement makes it possible to use
normal matrix operations on the data. The noisy images can
now be expressed as

gO:A*h(T*)+ R b ,

star image background
gl,r'pl = A*h(’l“*) + Aplh(Tpl) + b , (8)
back d
star image companion image ackgroun

where A, is the intensity of the bright star located at position r,,
A, is the intensity of the companion located at r,;, h(r) is the
PSF located at r, and b is the background intensity.

While the intensity in AO-corrected short exposures has a
modified Rician distribution (Cagigal & Canales 1998; Aime
& Soummer 2004), the sum of these intensities, over many ex-
posures, can be approximated by a Gaussian distribution by the
central limit theorem. Therefore we expect the intensity statis-
tics in an ensemble of long-exposure images to obey Gaussian
statistics. Under the Gaussian assumption, the densities
pr(g|Hy) and pr(g|H,, ) can then be expressed as (Helstrom
1968; Caucci et al. 2007)

1

1/2
pr(g|Hy) = [W]

1
cexp| -3 (0~ 90K -] ©)

1 1/2
pr(glH,,) = [m}

1 _
X exp {2 (9— 90— Srp[)T

x K3\ (g — go — 5)] (10)

Here det denotes the determinant of a given matrix; 00007
denotes transpose; pr(g|H) is the conditional probability den-
sity function of the data under the hypothesis H, either H or
H L and K g is the covariance matrix of the data, of
size M x M.

With the assumption of uncorrelated noise, the data covari-
ance matrix, K o is diagonal, with elements given by

[Kg]m,m’ = [A*hm(r*) +0b, + U?n](sm,m’a (11)

where 0,y is the Kronecker delta function, o? is the vari-
ance of the detector readout noise, and m represents the pixel
index.

For the tasks of differential astrometry and photometry of
faint companions, the optimal discriminant function, referred
to as the ideal observer, is the likelihood ratio (Barrett & Myres
2004)

pr(glHy,.,)
Alglry) = m~ (12)

If the companion location 7, is unknown, the ideal observer
can be applied at a set of test locations R and is referred to as the
ideal scanning observer (Caucci et al. 2007). This observer is at
a maximum at the true companion location, r, € R. This means
that the algorithm can be used to estimate the differential
astrometry of a companion. The ideal scanning observer takes
on the form

pr(g|H1,Tp1)
M) = paghlolr) = ey - @Y

The estimation of 7, is then computed as

7y = argmaxA(g|r,). (14)
rnER

Under the assumption of Gaussian noise (eq. [9] and [10]),
taking the logarithm of A(g) we obtain the log-likelihood ratio,

A(g) = In[A(g)], given by
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A(g) = max E (9—90)" K, (9 — g)

r€R
1

30 m— 5 )T )|

1 e
= max — [—gTKgl(g —90) + 3K (9 90)

ru€R
+9" K g~ G0 —sr,) — 9 Ky (9 — G0 — 50,)
5, K g = g0 5. (15)

If K;l is diagonal, as we assumed earlier (eq. [11]), then
by _ 1 TKfl fTK—l
(9) = g}gé 979 By S + 908, s,

T 10-1 T re-17 T 7e-1
= s, Ky g+ s, Ky Go + s, Ky Sm}

l 2

1
B F KN g T o
- 1233% 2 |:257‘le9 (90 — 9) + 5! K lsrp,}
1
_ P )
- “}2? [SWK s 9= 30— 55,,”])} _ 6)

The quantity that appears in square brackets in equation (16) is
linear, or more properly affine, in g. The log-likelihood ratio,
A(g), is therefore the ideal linear observer. Barrett et al.
(2006b) show that the Hotelling observer, ty,(g), is equal to
the log-likelihood ratio if the data are normally distributed with
equal covariances under both hypotheses, i.e., K, g, = Ky, -
In equation (16), the signal of the bright parent star and half of
the predicted companion signal is removed from the data. The
subtraction of half of the predicted companion signal does not
affect the location of the maximum of A(g). The result is pre-
whitened, i.e., divided by the data covariance matrix K 4- The
output of this operation is then processed with a matched filter
using the expected companion signal located at the expected
companion position, 7,;. Following on from equation (16): re-
calling from equation (11) the expression for K, = A h,,(r,)
+by, + o and s, = g1, — Go = Apihy, (1), we can write an
expression for the scanning Hotelling observer, ¢y (g), in the
form

M
Ayl (Ty1)
t = max prmA P
HOt(g) el S A*hm(r*) + by + 01271

_ 1
X |:gm — Y0,m — §Aplhm<rpl) . (]7)

The estimation of the companion location, 7, is then computed
as

Ty = arg g}gﬁ[thm(g)}- (18)
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In the following, equation (18) is referred to as the Spatial Scan-
ning Hotelling Estimator (SSHE). The operator of the algorithm
computes a set of scalars on the data g. These scalars are func-
tions of the unknown position of the companion r,;. The max-
imum of this set of scalars is taken as the value of the Hotelling
observer, tq(¢). In this derivation of the SSHE, it was assumed
that the intensity of the companion A,; was known. In general,
for faint companions this will not be the case. However, the
Hotelling method can be generalized to estimate both the com-
panion’s position, r,;, and intensity, A4, at the same time. The
maximum of equation (17) is now dependent upon the Cartesian
product of the two unknown parameters: ,; and A,;. However,
this is a computationally intensive approach.

The approach we take in this article relies on the fact that for
every estimate of the location of the companion, there exists
an estimate of the intensity of the companion that maximizes
the Hotelling test statistic for that location. Recalling the log-
likelihood ratio, equation (16), the estimate of the companion’s
intensity, A, for a defined set of test intensities A becomes

- - 1 -
A, = argilnlzg/g1 SZ;[Kg_l(g —90) — 5s,rleg lsm . (19)

Equation (19) assumes that r,,; is known. The log-likelihood
ratio is maximized by taking the partial derivative with respect

to A, and setting it equal to zero

atHot (g )
A,

= h(Tpl)TK,(jl(g - gO) - Aplh(rpl)TK,rjlhm(Tpl) = 0;
(20)

where we made use of the fact that s, = A,h(r,). This leads
to the following estimator for A,;:

1 h(Tpl>TK§1(9 — o)
— . 21
N ) T () D

Recalling the structure of the data covariance matrix K, we get

i i (hun () /(A ki (1) + by + 020) G = Goum]
! h’"l (T:UZ)Z/(A*hm(T*) + bm + U?n) ’

m=1
(22)

where m is the pixel index of the image. We refer to equa-
tion (22) as the Optimal Hotelling Estimator (OHE). The esti-
mation of the companion location is computed using the SSHE
while substituting the OHE’s estimation of A, into the SSHE
for each test location. The result is astrometry and photometry
of an observed companion.

The mathematical form of the OHE can be compared to that
of the iterative blind deconvolution equation (Barnaby et al.
2000). This algorithm uses a conjugate gradient minimization
to minimize the error metric
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Ey= Z{gk NGO (23)

k

where k is the pixel index, o represents the object (in the focal
plane), p is an estimate of the PSF, and g is the observed data.
The object, o, can be divided into two signals (equation [3]): the
bright star, and the companion signal

By = ;[[gk — A, (8(x =z y — y) * Dy

- A])1(5(I — Tyl Y — ypl)) * i)k:| . (24)

As above, instead of using a gradient minimization, an expres-
sion for this minimum can be found by taking the partial deriv-
ative of E'y with respect to A,; and setting it equal to zero:

OE;
— =2 — A (0(r —xy, Yy — s Di,
o, = 20|l = A0 =z =)+

- A[)]((S(JL‘ — Tpl Y — ypl)) * f)k:| =0
= {(]k — A, (8 — 20y — y.)) * Di
A/.
- A[)/((S('T — Ty Y — yp/)) * ﬁk::| =0. (25)
This leads to the estimation of A,:

oo — AL =z y — ) * By
A = ; (6(x — 21,y — Yp1) * D) .

(26)

It is instructive to compare equations (22) and (26). The differ-
ence is that in equation (22), the PSF-subtracted data are pre-

0.6 arcseconds
<—>

whitened, then cross-correlated with a matched filter. The same
operations are applied to the PSF. The importance of prewhiten-
ing will be shown in § 4.

4. OBSERVATIONS AND DATA REDUCTION

In order to compare the photometric and astrometric accu-
racy of the proposed approach with PSF-fitting and IBD, we
used data obtained with the Lick Observatory AO system on
the 3 m Shane telescope (Bauman et al. 1999). Closed loop
images of bright, single stars were obtained using the high-
speed subarray mode with a size of 64 x 64 pixels of the 256 x
256 pixel IRCAL camera (Fitzgerald & Graham 2006). This
corresponds to a field size of 4.864 x 4.864". The subarray mea-
surements were captured with typical exposure times of 22 ms.
Each data set comprised 10,000 images. All data were obtained
in the K band (2.2 ym) where the diffraction limit is 151 mas, so
that the data were effectively Nyquist sampled. The individual
short exposures were registered with subpixel accuracy to pro-
duce shift-and-add (SAA) images. The average SR of these
SAA images was around 40%. For the details of the observa-
tions and data reduction, see Gladysz et al. (2006).

In order to establish the effect of the prewhitening operation
on the data, the peak—signal-to-noise ratio (PSNR) will be com-
pared for the PSF-subtracted data and the prewhitened PSF-
subtracted data (see Fig. 1). The signal-to-noise ratio (S/N) is
defined as the ratio of the mean to the standard deviation of
the measured data (Roggemann 1996). The binary system
HD170648 (m; = 7.21, Am,; = 3.07, separation § = 0.69",
spectral type A2) was observed along with a properly matched
calibration PSF (HD 173869: my = 7.9, m = 7.53, spectral
type AO) (Gladysz et al. 2008). The covariance matrix of the
data (eq. [11]) was computed as follows: the intensity of the
central star, A,, was estimated using the calibration PSF in a

0.6 arcseconds
<—>

FIG. 1.—The binary image minus the scaled PSF (leff) and the subsequent prewhitened binary image (right).

2009 PASP, 121:767-777
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0.6 arcseconds
<—>

FIG. 2—SAA image of the binary system HD 170648 (left). The white circle denotes the location of the pixels used to estimate the PSNR. The larger circle (right) is

used to estimate the background.

simple least-squares algorithm; the background, b, was esti-
mated as the mean of an annulus centred at the bright star
(see Fig. 2, right); and the variance of the detector readout plus
background was taken as the variance of the annulus pixel
values. The PSNR was computed in the following way (Gladysz
& Christou 2008): the peak pixel value from the faint compan-
ion was compared to the standard deviation of the noisy pixels

Comaparison of SNR for HD170648

100 T
90} E——
Prewhitened PSNR = 94.2
801
70}
—> |
60 PSF Subtracted PSNR = 65.8
% 50L| = — ~ PSF Subtraction |
(/2] Prewhitened Data :
I
40t |
[
30 1
L
20}
10
[
r N
0FLmn = [ A J:\'\—n M . [
0 50 100 150 200 250 300 350 400

Pixel location in noise annulus

FIG. 3.—Pixel SNR in an annulus around the central star including the com-
panion location.
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located the same distance away from the bright central star as
the companion. This is illustrated in Figure 2 (left). The PSNR is
given by:

IPcak - jring
U(Iring)

The PSNR was higher for the prewhitened data (PSNR = 94.2)
than for the PSF-subtracted data (PSNR = 65.8) (see Fig. 3).

PSNR = Q27)

5. COMPARISON OF TECHNIQUES

In our experiments we tested the accuracy of the photometry
and astrometry on relatively low (SR & 30%), moderate
(SR & 40%), and high (SR ~ 50%) data. All three algorithms
required an initial estimate of the PSF. This estimate was pro-
vided in the form of a calibration PSF observed 10-20 minutes
after the science observations. We tested the algorithms with
properly matched PSFs (ASR = 0.02%) and mismatched PSFs
(ASR = 0.06%).

We used observations of four different stars to create these
test data: IRAS 21549 + 3929 (my = 12.1, my = 5.96), HD
18009 (my = 8.23, my = 5.02), HDI53832 (m, = 7.25,
my = 4.78), and HD 143209 (my = 6.3, my = 3.92). Table 1
shows the PSFs used to create the three data sets.

Artificial binaries (Amy = 3.5 or 4.5, separation § = 0.6")
were simulated by scaling and shifting the single-star SAA
images. For each case, eight positions for the companion were
tested in order to minimize the bias from anisotropy in the PSF
(Fig. 4). The mean absolute astrometric and photometric errors
were computed based on the results from these eight positions.
While the Fitstars algorithm requires an initial estimate of the
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TABLE 1
PSFs USED TO SIMULATE BINARY IMAGES

Science PSF

Reference PSF

oW SOl L e
Matched ............... IRAS 21549 + 3929 (SR = 0.29) IRAS 21549 + 3929 (SR = 0.32)
Mismatched ........... IRAS 21549 + 3929 (SR = 0.29) HD18009 (SR = 0.35)

Medium StreRl ..o e e e
Matched ............... HD15382 (SR = 0.43) HD15382 (SR = 0.42)
Mismatched ........... HD15382 (SR = 0.49) HD15382 (SR = 0.42)

High Stren] L
Matched ............... HD143209 (SR = 0.54) HD143209 (SR = 0.52)
Mismatched ........... HD143209 (SR = 0.54) HD15382 (SR = 0.49)

PSF, the estimate does not have to be very good, e.g., a single-
star image from a different observation run can be used. For
these observations, Fitstars was tested with both properly
matched and mismatched calibration PSFs. In addition to the
PSF estimate, Fitstars also requires an estimate of the initial
locations of the stars in the image. These were obtained by
visually examining the image. Fitstars was then able to itera-
tively derive a solution for each star.

The StarFinder PSF-fitting algorithm was designed for the
analysis of crowded fields imaged with AO, and the fitting al-
gorithm can take advantage of many estimates of the PSF within
the field of view. In our work we provide StarFinder with the
PSF estimate—an image of a single star. StarFinder had to be
given an estimate for the position of the companion, and we
observed that these estimates had to be precise; otherwise the
algorithm converged on the brightest static speckle. This situa-
tion was treated as nonconvergence.

In the Hotelling approach to estimating differential astrom-
etry (eq. [18]) and photometry (eq. [22]), gy was modeled as a

0.6 arcsec

F1G. 4.—The eight artificial companion locations on a circle of radius 0.6'.

scaled version of the reference PSF, the normalized PSF was
used for h(r), and finally the covariance matrix of the data
was modeled as described in § 4. The location-estimation task
was carried out in the following manner; recall that the maxi-
mum value of the SSHE (eq. [18]) depends only on the z and y
position of the companion, assuming the companion’s intensity
is known. The Matlab minimization function fininunc was used
to find the maximum SSHE value. For an initial estimate of the
position of the companion in the image, 7, the intensity of the
companion, A, is estimated at r, using the OHE (eq. [22]);
the SSHE is then computed with the values of (g, A,(r))).
The maximum value is then deemed to be reached when the
change in position is less than 0.02 pixels. Once the maximum
of the SSHE is found, the values of the companion’s position
and intensity corresponding to this maximum value are taken as
the estimates of these values.

A graphical representation of the values of the SSHE in the
region around the location of the companion are presented in

o ARIS

X ARIS

FIG. 5.—The value of the SSHE in the region around the location of the
companion; lines and dots show the maximization test points (Am = 4.5,
rp = 0.6").

2009 PASP, 121:767-777
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TABLE 2
COMPARATIVE ASTROMETRY ESTIMATION TASK

Mean astrometric error

Am PSF Match (SR) (mas)
SSHE Starfinder Fitstars
High Strehl (~50%)
35 ... 0.2% 0.28 3.0 0.01 (7 failures)
0.6% 0.37 6.0 3.44 (2 failures)
45 ... 0.2% 0.34 3.8 2.65
0.6% 0.58 11.6 5.67 (5 failures)
Medium Strehl (~40%)
35 ... 0.1% 0.37 7.6 5.97 (4 failures)
0.7% 0.37 4.5 3.45 (1 failure)
45 ... 0.1% 0.65 15.9 (1 failure) 1.96 (3 failures)
0.7% 0.63 12.8 6.11 (7 failures)
Low Strehl (~30%)
35 ... 0.3% 1.48 24.2 3.09 (5 failures)
0.6% 1.1 9.8 (5 failures) 4.21 (4 failures)
45 ... 0.3% 2.14 (2 failures) 63.5 (5 failures) 2.15 (3 failures)
0.6% 1.76 (4 failures) 9.1 (7 failures) 3.95 (4 failures)

Note.—Failures refer to number nonconvergences of the algorithm for the eight tested locations.

Figure 5. The maximization of the SSHE using this technique
reduces the number of test locations, R, such that the computa-
tion time for an image from the Lick data is typically less than a
second. This execution time is similar to PSF fitting with Star-
Finder.

5.1. Simulation Results

Tables 2 and 3 present the results for the mean absolute error
in astrometry and photometry calculated using the three algo-

rithms on the simulated data. The photometric and astrometric
accuracy of the three observers, for the case of a faint compa-
nion with a matched PSF, is shown in Figure 6. The Hotelling
algorithm always obtained the most accurate estimate for the
position of the companion. In all tests, bar one, the Hotelling
algorithm returned the most accurate estimate for the relative
intensity of the companion. The Hotelling approach performed
best on the high SR data set when using a properly matched
calibration PSF, and the error in the results increase with de-
creasing SR.

TABLE 3
COMPARATIVE PHOTOMETRY ESTIMATION TASK

Am PSF Match (SR) Mean |Am — Am|
OHE Starfinder Fitstars

High Strehl (~50%)

35 ... 0.2% 0.04 0.05 3.42 (7 failures)
0.6% 0.03 0.22 0.2 (2 failures)

45 ... 0.2% 0.04 0.13 0.84 (1 failure)
0.6% 0.08 0.43 (4 failures) 0.31 (5 failures)

Medium Strehl (~40%)

35 ... 0.1% 0.05 0.14 1.17 (4 failures)
0.7% 0.02 0.22 0.48 (1 failure)

45 ... 0.1% 0.09 0.32 0.77 (3 failures)
0.7% 0.1 0.52 0.36 (7 failures)

Low Strehl (~30%)

35 ... 0.3% 0.09 0.46 1.27 (5 failures)
0.6% 0.12 (2 failures) 0.32 0.125 (4 failures)

45 ... 0.3% 0.18 (2 failures) 0.98 (5 failures) 1.21 (4 failures)
0.6% 0.51 (4 failures) 0.37 (7 failures) 0.34 (4 failures)

Note.—Failures refer to number nonconvergences of the algorithm for the eight tested locations.
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Astrometry of faint binary with matched PSF

70 T T T
- 8 -OHE
—&— StarFinder
-0 - Fitstars
60 b
Am = 4.5 (mag)
6= 0.6 (arc sec)
—~ 501
«n
<
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Photometry of faint binary with matched PSF
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FIG. 6.—Error in astrometry for the three observers (left); error in photometry of the faint companion with a matched PSF (right). One pixel =0.76 mas.

As shown in Figure 6, the StarFinder error in astrometry is
seen to depend very strongly on the Strehl ratio, with much
weaker dependence in the case of Fitstars and the Hotelling
observer. However, Fitstars fails to converge more often than
the Hotelling algorithm or StarFinder. It is interesting that while
StarFinder tends to provide less accurate astrometry than
Fitstars, its photometric performance is better.

The ability of Fitstars to handle poor initial estimates of the
PSF is shown in the results, where the accuracy using the mis-
matched PSF is practically the same as when using the matched
PSF. This ability also causes the algorithm to perform poorly
when the two stars are not well separated. When estimating
the PSF, the estimate gets truncated at the midpoint between
the two stars. In this data set the two stars are quite close to-
gether, 0.6" ~ 4 x FWHM. Therefore a large amount of the
PSF structure was not modeled completely, and this leads to
a decrease in the accuracy of the algorithm. This can be clearly
seen in the photometry (Fig. 6), because any misestimate of the
PSF will cause large errors in the photometry. Astrometry only
deals with the central point of the PSF, and is more robust to
this error. Fitstars has been shown to produce more accurate
photometric measurements with more widely spaced binary
stars (Roberts et al. 2005).

6. CONCLUSION

We have presented a new likelihood-maximization method,
based on the Hotelling observer, to extract differential astrom-
etry and photometry of faint companions in AO-corrected
images. This technique requires knowledge of the data covari-

ance matrix. Multiplying the data by the inverse of the covari-
ance matrix is akin to the familiar signal processing operation of
prewhitening. We have shown (see Fig. 3) that performing the
prewhitening operation on PSF-subtracted data results in an
increase in the pixel S/N in the data.

In § 3, the OHE (eq. [22]) and the IBD equation (eq. [26])
were shown to carry out similar operations on the data to extract
differential photometry. However, the OHE incorporates the
prewhitening step and therefore has an advantage over IBD
in that it is operating in an increased S/N regime.

The Hotelling algorithm produced the most accurate esti-
mates of the position and intensity of the companion. The error
on the differential astrometry extracted by the Hotelling algo-
rithm was in general comparable to the error produced by Fit-
stars. The error in differential photometry returned by the
Hotelling algorithm was typically half the error returned by
the StarFinder algorithm.

While the algorithm developed in this article assumes
Gaussian noise and therefore does not take static speckle noise
into account, we have found that it provides better results than
standard algorithms when applied to “real” data, i.e., simulated
binaries using real single-star observations. Knowledge of static
speckle statistics would allow the algorithm to be improved by
incorporating this information in the data covariance matrix.
This would lead to more effective prewhitening and hence more
accurate estimation of the binary star parameters. Alternatively,
the static speckle can be reduced by different approaches includ-
ing SDI (Marois et al. 2000), ADI (Marois et al. 2006), or
modulation of the pupil shape (Ribak & Gladysz 2008). In all
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these cases, the Hotelling approach can be modified to optimize
estimation of the faint companion position and brightness.
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