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ABSTRACT

We present a study of the Ly� forest at z P 0:4, fromwhich we conclude that at least 20% of the total baryons in the
universe are located in the highly ionized gas traced by broad Ly� absorbers. The cool photoionized low-z inter-
galactic medium (IGM) probed by narrow Ly� absorbers contains about 30% of the baryons.We further find that the
ratio of broad to narrow Ly� absorbers is higher at z P 0:4 than at 1:5P z P 3:6, implying that a larger fraction of the
low-redshift universe is hotter and/or more kinematically disturbed. We base these conclusions on an analysis of
seven QSOs observed with both FUSE and the HST STIS E140M ultraviolet echelle spectrograph. Our sample has
341 H i absorbers with a total unblocked redshift path of 2.064. The observed absorber population is complete for
log NH ik13:2, with a column density distribution f (NH i) / N

��
H i

. For narrow (b � 40 km s�1) absorbers,� ¼ 1:76�
0:06. The distribution of the Doppler parameter b at low redshift implies two populations: narrow (b � 40 km s�1)
and broad (b > 40 km s�1) Ly� absorbers (referred to as NLAs and BLAs, respectively). Both the NLAs and some
BLAs probe the cool (T � 104 K) photoionized IGM. The BLAs also probe the highly ionized gas of the warm-hot
IGM (T ’ 105Y106 K). The distribution of b has a more prominent high-velocity tail at z P0:4 than at 1:5P z P 3:6,
which results in median and mean b-values that are 15%Y30% higher at low z than at high z. The ratio of the number
density of BLAs to NLAs at z P 0:4 is a factor of �3 higher than at 1:5P z P 3:6.

Subject headinggs: cosmology: observations — intergalactic medium — quasars: absorption lines

1. INTRODUCTION

Observations of Ly� absorption lines in the spectra of QSOs
provide a sensitive probe of the evolution and the distribution of
the gas in the universe from high to low redshift. A forest of H i

absorption lines occurs at different redshifts, z, along QSO sight
lines with log NH i < 17. Understanding the evolution of the Ly�
forest with redshift is critical to understanding the evolution and
formation of structures in the universe. At zk1:5, observations
of the Ly� forest are obtained from ground-based telescopes at a
spectral resolution of 7Y8 km s�1 using 8Y10m class telescopes
(e.g., Hu et al. 1995; Lu et al. 1996; Kirkman&Tytler 1997; Kim
et al. 1997, 2002a), but at z � 1:5 they require UV space-based
instruments. Space-based UV astronomy has produced remark-
able results, including the discovery itself of the Ly� forest at
low redshift (Bahcall et al. 1991; Morris et al. 1991). However,
most of the UV studies of the intergalactic medium (IGM) at low
z have lacked the spectral resolution and wavelength coverage of
the higher redshift studies (Weymann et al. 1998; Impey et al.
1999; Penton et al. 2000, 2004), requiring assumptions for the
Doppler parameter to derive the column density. The situation
at z P 0:5 has dramatically improved in the last few years with
high-quality observations of several low-redshift QSOs obtained
with theHubble Space Telescope (HST ) and its Space Telescope
Imaging Spectrograph (STIS). In its E140M echelle mode, STIS
provides a spectral resolution of �7 km s�1, comparable to the

resolution of the high-redshift observations of the Ly� forest.
The high spectral resolution has allowed the derivation of ac-
curate Doppler parameters, b, and column densities, N, using
techniques similar to those used at high redshift. The Doppler
parameter is important because it is related to the temperature
of the gas via b2 ¼ b2

thþ b2
nt , where bnt is the nonthermal broaden-

ing of the absorption line and bth ¼ 2kT /mð Þ1=2 ¼ 0:129T 1=2 is the
thermal broadening of the H i absorption line; therefore, the mea-
sured b directly provides an upper limit to the temperature of the
observed gas.
In parallel, hydrodynamic cosmological simulations of the lo-

cal universe have quickly evolved in recent years (Davé et al.
1999, 2001; Cen & Ostriker 1999, 2006; Cen & Fang 2006).
These models predict that at low redshift, roughly 30%Y50%
of the baryons are in a hot (105Y107 K) and highly ionized inter-
galactic medium (IGM) known as the warm-hot intergalactic
medium (WHIM); 30%Y 40% are in a cooler medium (P104 K)
photoionized by the UV background; and the remaining baryons
are in galaxies. Observationally, Penton et al. (2004) found, with
moderate spectral resolution (FWHM � 20 km s�1) UVobser-
vations, that the cool phase of the IGM may contain 29% of the
baryon budget. The observational detection of the WHIM came
first from an intensive search of collisionally ionized O vi systems
and other highly ionized species, such as Ne viii, using space-
based observatories such as the Far Ultraviolet Spectroscopic
Explorer (FUSE ) andHST STIS (e.g., Tripp et al. 2000; Danforth
&Shull 2005; Savage et al. 2005). The baryon content of the O vi

absorbers suggests that �b(O vi)k 0:0022h�1
70 or at least 5% of

the total baryon budget (Sembach et al. 2004; Tripp et al. 2006;
Danforth & Shull 2005), but this estimate relies critically on the
assumed oxygen abundance and the number of collisionally ion-
ized O vi systems versus photoionized O vi systems (Prochaska
et al. 2004; Lehner et al. 2006). The O vi systems probe the lower
end of the WHIM temperature range (T < 106 K). Higher tem-
peratures can be traced with more highly ionized oxygen ions
(O vii and O viii) that can be observed, in principle, with X-ray

1 Based on observations made with the NASA-CNES-CSA Far Ultraviolet
Spectroscopic Explorer. FUSE is operated for NASA by The Johns Hopkins Uni-
versity underNASAcontract NAS5-32985. Based on observationsmadewith the
NASA ESA Hubble Space Telescope, obtained at the Space Telescope Science
Institute, which is operated by the Association of Universities for Research in
Astronomy, Inc. under NASA contract No. NAS5-26555.

2 Department of Physics, University of Notre Dame, Notre Dame, IN.
3 Department of Astronomy, University of Wisconsin, Madison, WI.
4 Argelander-Institut f ür Astronomie, Universität Bonn, Bonn, Germany.
5 Space Telescope Science Institute, Baltimore, MD.
6 Department of Astronomy, University of Massachusetts, Amherst, MA.
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observatories such as Chandra (Nicastro et al. 2005; Fang et al.
2006) and XMM-Newton, but the IGM detections of O vii and
O viii are still controversial (Kaastra et al. 2006; Rasmussen et al.
2007) for z > 0.

The WHIM can also be detected through broad H i absorp-
tion lines. The high temperature of the WHIM will broaden the
Ly� absorption line, resulting in a large Doppler parameter (b >
40 km s�1). Avery small fraction of H i (typically<10�5) is ex-
pected to be found in the highly ionized plasma of theWHIM, so
that the broader the H i absorption line is, the shallower it should
be. Recent observations, both with moderate spectral resolution
and with the higher resolution STIS E140M echelle mode, have
revealed the presence of broad H i absorption lines that could
be modeled by smooth and broad Gaussian components (Tripp
et al. 2001; Bowen et al. 2002; Richter et al. 2004; Sembach et al.
2004; Lehner et al. 2006). H i absorbers with b < 40 km s�1

imply that the temperature of these absorbers must be T < 105 K.
Since the nominal lower temperature of theWHIM is T � 105 K,
it is a priori natural to consider two different physical populations
of H i absorbers: the narrow Ly� absorbers (NLAs) as H i sys-
tems having b < 40 km s�1 and the broad Ly� absorbers (BLAs)
as H i systems having b � 40 km s�1. We will see that the sep-
aration between the NLAs and BLAs is not so evident observa-
tionally, with an important overlap between the two populations,
particularly in the range b ¼ 40Y50 km s�1. While it is clear that
the NLAs are tracing mostly the cool photoionized IGM, the sit-
uation is less clear for the BLAs. There is a fuzziness in the sep-
aration of the BLAs from the NLAs because nonthermal broadening
can be important, and unresolved components can hide the true
structure of the H i absorbers. Recent simulations show that non-
thermal broadening could be particularly important for the H i

absorbers with 40P bP 60 km s�1 (Richter et al. 2006a). There-
fore, BLAs may probe photoionized gas (which can be either
cool [T P 104 K] or hot [T k 105 K] but with a very low density
[ log nH < �5:3]) and collisionally ionized, hot (T k 105 K) gas.
In this paper, we define a BLA as an absorber that can be fitted
with a single Gaussian component with b > 40 km s�1 (a NLA
has b � 40 km s�1 and can have multiple components). BLAs
probe the IGM that is either hotter (bth 3bnt) or more kinemat-
ically disturbed (bnt 3bth) than the IGM probed by the NLAs.
Studying the NLA and BLA populations in detail is also impor-
tant for estimating the baryon density, because an accurate inven-
tory of the baryon distribution must separate the fraction of the
baryons that are located in the cool photoionized IGM versus
those that are in the substantially hotter shock-heated WHIM
phase. The narrow and broad Ly� lines provide a means to dis-
criminate between the cool and shock-heated gas clouds. There-
fore, to make a reliable assessment of the baryonic content of the
Ly� forest at low z, it is necessary to investigate the frequency
and properties of the NLAs and BLAs. The current estimate
of the baryon budget residing in the BLAs over a redshift path
�z ¼ 0:928 yields �b(BLA)k 0:0027h�1

70 or at least 6% of the
total baryon budget (Richter et al. 2006b), assuming that the
observed broadening is mostly thermal and that collisional ion-
ization equilibrium applies.

In this paper, we address these issues using a sample of seven
QSO sight lines that have been observed with both STIS E140M
and FUSE and for which the data have been fully analyzed using
similar techniques and are in press or to be submitted soon. While
the spectral resolution of FUSE is only �20 km s�1, compared
to �7 km s�1 for STIS E140M, FUSE gives access to several
Lyman series andmetal lines, making the line identificationmore
reliable and providing an unprecedented insight of the physical
conditions and metallicity. The fundamental parameters of the

Ly� forest lines (redshift z, column density N, and Doppler pa-
rameter b) were accurately determined using profile fitting of all
the observed Lyman series lines. Because b could be derived, this
is the first time that the properties of the Ly� forest in the low-
redshift universe can be studied as a function of bwith a large sam-
ple. The main aims of this work are (1) to study the distribution
and evolution of the Doppler parameter of the Ly� forest, and
(2) to determine the baryon density of the Ly� forest in the NLA
and BLA populations. The organization of this paper is as fol-
lows: x 2 describes the sample and its completeness; in x 3 we
study the distribution of the Doppler parameter b and the Ly�
density number as a function of b; in x 4 we study the evolution
of b with redshift by comparing the low-z (z P0:4) Ly� forest
with the mid-z (0:5P z P1:5) and high-z (1:5P z P 3:6) Ly�
forest; in x 5 we estimate the column density distribution; and
finally, in x 6 we estimate the baryon content of the cool photo-
ionized IGMprobed by the NLAs and the photoionized IGM and
theWHIM probed by the BLAs, and we discuss the uncertainties
in estimating the baryon budget.We summarize our results in x 7.

2. THE LOW-z SAMPLE

2.1. Description of the Sample and Completeness

Our low-z sample consists of seven QSO sight lines that were
observed withHST STIS E140M and FUSE: H1821+643 (K. R.
Sembach et al. 2007, in preparation; see also Tripp et al. 2000;
Oegerle et al. 2000 for the metal-line systems), HE 0226�4110
(Lehner et al. 2006), HS 0624+6907 (Aracil et al. 2006a), PG
0953+415 (T. M. Tripp 2006, private communication; see also
Savage et al. 2002 for the metal-line systems), PG 1259+593
(Richter et al. 2004), PG 1116+215 (Sembach et al. 2004), and
PKS 0405�123 (Williger et al. 2006; see also Prochaska et al.
2004 for the metal-line systems). Note that for HS 0624+6907,
we used the results summarized in the erratum produced byAracil
et al. (2006b). The data handling and analysis are described in
detail in the above papers. For PKS 0405�123, we adopt the
new measurements and a new line list that we describe in the
Appendix. Themotivation to revisit Williger et al.’s analysis was
first driven by differentiating a real detection from a noise feature
for the BLAs, since these authors noted that several of their BLAs
could be just noise. This reanalysis also provides an overall coher-
ent data sample that was analyzed following the same methodol-
ogy. The signal-to-noise ratio (S/N) where Ly� can be observed,
redshift (z), unblocked redshift path (�z), and absorption distance
(�X ) are summarized in Table 1 for each sight line. The absorption

TABLE 1

Line-of-Sight Properties

Sight Line

(1)

S/N

(2)

z

(3)

�z

(4)

�X

(5)

References

(6)

H1821+643 ........... 15Y20 0.297 0.238 0.266 1

HE 0226�4110..... 5Y11 0.495 0.401 0.481 2

HS 0624+6907...... 8Y12 0.370 0.329 0.383 3

PG 0953+415........ 7Y11 0.239 0.202 0.222 4

PG 1116+215 ........ 10Y15 0.176 0.126 0.134 5

PG 1259+593........ 9Y17 0.478 0.355 0.418 6

PKS 0405�123..... 5Y10 0.574 0.413 0.498 7

Notes.—Col. (2): Range of signal-to-noise ratio (S/N) per resolution element
in STIS E140M mode. Col. (3): QSO redshift. Col. (4): Unblocked redshift path
for Ly�. Col. (5): Absorption distance (see x 2).

References.— (1) K. R. Sembach et al. 2007, in preparation; (2) Lehner et al.
2006; (3) Aracil et al. 2006a, 2006b; (4) T. M. Tripp 2006, private communi-
cation; (5) Sembach et al. 2004; (6) Richter et al. 2004; (7) Williger et al. 2006
and the Appendix of this paper.
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TABLE 2

H i Measurements

z

logNH i

(dex)

b

( km s�1)

H1821+643 (K. R. Sembach et al. 2007, in preparation)

0.02438....................... 14:28þ0:06
�0:05 26:9� 1:7

0.02642....................... 13:26þ0:07
�0:08 48:6� 6:0

0.06718....................... 13:72þ0:01
�0:01 20:2� 0:6

0.07166....................... 13:87þ0:02
�0:02 34:0� 1:0

0.08911....................... 13:01þ0:06
�0:07 23:3� 2:8

0.11133....................... 12:95þ0:10
�0:13 88:0� 14:0

0.11166....................... 12:99þ0:08
�0:09 28:6� 4:4

0.11961....................... 13:15þ0:05
�0:06 36:8� 3:4

0.12055....................... 12:64þ0:13
�0:18 22:5� 5:9

0.12112....................... 13:93� 0:37 26:0þ13:0
�9:0

0.12125....................... 14:04� 0:36 40:0þ44:0
�21:0

0.12147....................... 13:78� 0:17 85:0þ37:0
�26:0

0.12221....................... 13:19þ0:06
�0:06 41:7� 4:4

0.14754....................... 13:51þ0:03
�0:03 44:6� 2:5

0.14776....................... 13:30þ0:04
�0:05 19:2� 1:6

0.15731....................... 13:11þ0:05
�0:06 22:9� 2:1

0.16127....................... 12:74þ0:10
�0:12 21:5� 4:0

0.16352....................... 13:17þ0:06
�0:07 52:2� 5:9

0.16966....................... 13:93þ0:02
�0:02 35:7� 2:0

0.17001....................... 13:65þ0:02
�0:02 . . .

0.17051....................... 13:40þ0:04
�0:04 21:1� 1:4

0.17926....................... 12:87þ0:09
�0:12 18:4� 3:4

0.18047....................... 13:14þ0:07
�0:08 50:7� 6:6

0.19662....................... 12:98þ0:07
�0:08 21:1� 2:7

0.19904....................... 12:74þ0:12
�0:17 22:1� 5:4

0.20957....................... 13:10þ0:03
�0:04 16:2� 0:9

0.21161....................... 13:16þ0:06
�0:06 22:3� 2:3

0.21668....................... 12:88þ0:08
�0:10 19:7� 3:0

0.21326....................... 14:41þ0:04
�0:04 43:0� 2:4

0.22497....................... 15:53þ0:05
�0:05 25:0� 7:0

0.22616....................... 13:51þ0:04
�0:04 54:7� 3:8

0.22786....................... 13:26þ0:03
�0:04 35:3� 2:0

0.23869....................... 12:86þ0:10
�0:12 20:2� 3:8

0.24142....................... 13:12þ0:03
�0:04 23:4� 1:4

0.24531....................... 13:06þ0:08
�0:10 34:2� 5:1

0.25689....................... 12:80þ0:11
�0:15 22:6� 5:1

0.25814....................... 13:38þ0:10
�0:13 60:3� 8:8

0.25816....................... 12:98þ0:11
�0:15 14:5� 3:4

0.26152....................... 13:70þ0:02
�0:03 37:7� 1:5

0.26659....................... 13:64þ0:03
�0:03 44:5� 2:1

HE 0226�4110 (Lehner et al. 2006)

0.01746....................... 13:22� 0:06 17:9� 4:3
0.02679....................... 13:22� 0:08 41:6� 11:0

0.04121....................... 12:82� 0:14 23:6� 18:6

0.04535....................... 12:71� 0:13 16:2� 12:8

0.04609....................... 13:66� 0:03 25:0� 2:1
0.06015....................... 13:19� 0:06 35:5� 7:6

0.06083....................... 14:65� 0:02 44:5� 1:0

0.07023....................... 13:81� 0:11 26:0� 12:4
0.08375....................... 13:67� 0:05 29:6� 4:5

0.08901....................... 13:33� 0:05 23:8� 3:7

0.08938....................... 12:59� 0:22 8.2:

0.08950....................... 12:72� 0:20 22.0:

0.09059....................... 13:71� 0:03 28:3� 2:0

0.09220....................... 12:94� 0:11 40:2� 18:0

0.10668....................... 13:09� 0:08 32:7� 9:2

0.11514....................... 12:90� 0:09 10:4� 4:1
0.11680....................... 13:27� 0:05 23:7� 3:9

0.11733....................... 12:64� 0:15 15.0:

0.12589....................... 13:01� 0:09 29:2� 10:1
0.13832....................... 13:19� 0:06 25:9� 5:3

TABLE 2—Continued

z

logNH i

(dex)

b

( km s�1)

HE 0226�4110 (Lehner et al. 2006)

0.15175....................... 13:42� 0:05 48:6� 6:7
0.15549....................... 13:13� 0:08 34:7� 9:8

0.16237....................... 13:04� 0:08 29:7� 8:6

0.16339....................... 14:36� 0:04 46:3� 1:9

0.16971....................... 13:35� 0:05 25:3� 3:9
0.18619....................... 13:26� 0:08 53:9� 16:2

0.18811....................... 13:47� 0:05 22:4� 3:3

0.18891....................... 13:34� 0:07 22:2� 4:0

0.19374....................... 13:20� 0:06 28:7� 6:0
0.19453....................... 12:89� 0:12 26:1� 14:0

0.19860....................... 14:18� 0:04 37:0� 2:0

0.20055....................... 13:38� 0:05 38:9� 6:4
0.20698....................... 13:31� 0:34 97.0:

0.20700....................... 15:06� 0:04 17:4� 1:4

0.20703....................... 14:89� 0:05 35:9� 1:1

0.22005....................... 14:40� 0:04 27:7� 1:1
0.22099....................... 12:99� 0:12 34:1� 18:1

0.23009....................... 13:69� 0:04 67:9� 7:5

0.23964....................... 13:13� 0:08 28:8� 8:8

0.24514....................... 14:20� 0:03 34:5� 1:6
0.25099....................... 13:17� 0:08 37:9� 11:5

0.27147....................... 13:85� 0:07 25:7� 4:2

0.27164....................... 13:33� 0:28 26.2:

0.27175....................... 12:88� 0:38 11.2:

0.27956....................... 13:22� 0:14 36:3� 24:6

0.28041....................... 13:03� 0:11 13:9� 6:7

0.29134....................... 13:53� 0:07 27:0� 6:2
0.29213....................... 13:19� 0:12 33:4� 17:8

0.30930....................... 14:26� 0:03 43:8� 2:3

0.34034....................... 13:68� 0:06 33:4� 4:9

0.35523....................... 13:60� 0:07 27:1� 6:8
0.37281....................... 13:16� 0:12 25:9� 13:3

0.38420....................... 13:91� 0:04 62:0� 7:1

0.38636....................... 13:36� 0:09 38:1� 12:7

0.39641....................... 13:59� 0:10 62:8� 22:7
0.39890....................... 13:50� 0:16 151.7:

0.40034....................... 13:39� 0:11 60:7� 26:1

0.40274....................... 14:13� 0:04 45:7� 4:2

HS 0624+6907 (Aracil et al. 2006b)

0.01755....................... 12:96� 0:05 29:0� 4:3

0.03065....................... 13:36� 0:03 22:0� 1:7
0.04116....................... 13:33� 0:03 41:0� 3:0

0.05394....................... 13:26� 0:04 24:0� 2:3

0.05437....................... 13:09� 0:11 60:0� 19:2:
0.05483....................... 14.50: 35.0:

0.05515....................... 13:68� 0:17 84:0� 30:7:

0.06188....................... 13:77� 0:03 21:0� 1:4

0.06201....................... 12:63� 0:17 8:0� 4:7
0.06215....................... 12:41� 0:22 10:0� 7:9

0.06234....................... 13:45� 0:05 30:0� 4:0

0.06265....................... 13:31� 0:14 35:0� 12:3

0.06276....................... 12:95� 0:28 8:0� 3:7
0.06285....................... 13:42� 0:14 20:0� 7:0

0.06304....................... 13:33� 0:13 27:0� 8:8

0.06346....................... 14:46� 0:30 48:0� 8:4:

0.06348....................... 15:27� 0:13 24:0� 5:5
0.06362....................... 14:29� 0:38 10:0� 5:6

0.06475....................... 13:87� 0:04 33:0� 3:0

0.06502....................... 13:97� 0:04 31:0� 2:7
0.07573....................... 14:18� 0:03 24:0� 0:8

0.09023....................... 13:29� 0:08 76:0� 13:7

0.13076....................... 13:34� 0:04 34:0� 3:6
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TABLE 2—Continued

z

logNH i

(dex)

b

( km s�1)

HS 0624+6907 (Aracil et al. 2006b)

0.13597....................... 13:33� 0:10 57:0� 10:7
0.16054....................... 13:08� 0:21 34:0� 10:3

0.16074....................... 13:66� 0:05 30:0� 2:4

0.19975....................... 13:24� 0:05 17:0� 2:0

0.19995....................... 13:17� 0:06 26:0� 4:6
0.20483....................... 13:72� 0:02 24:0� 1:0

0.20533....................... 14:12� 0:03 25:0� 0:8

0.20754....................... 13:48� 0:02 27:0� 1:5

0.21323....................... 13:22� 0:05 45:0� 5:6
0.21990....................... 13:39� 0:05 60:0� 8:6

0.22329....................... 13:86� 0:02 25:0� 0:9

0.23231....................... 13:33� 0:08 44:0� 7:7:
0.23255....................... 12:86� 0:21 24:0� 7:3

0.24060....................... 13:33� 0:04 20:0� 2:0

0.25225....................... 12:96� 0:06 24:0� 4:2

0.26856....................... 13:03� 0:05 51:0� 7:2
0.27224....................... 12:80� 0:06 12:0� 2:2

0.27977....................... 13:50� 0:06 34:0� 4:9

0.28017....................... 14:32� 0:02 43:0� 1:9

0.29531....................... 13:80� 0:02 42:0� 2:0:
0.29661....................... 13:54� 0:02 52:0� 2:9

0.30899....................... 13:49� 0:03 28:0� 1:8

0.30991....................... 13:61� 0:10 66:0� 12:3:

0.31045....................... 13:43� 0:33 62:0� 40:3:
0.31088....................... 13:13� 0:43 51:0� 27:7

0.31280....................... 13:65� 0:10 54:0� 9:3

0.31303....................... 13:09� 0:24 17:0� 6:8
0.31326....................... 13:62� 0:10 55:0� 10:9

0.31790....................... 13:37� 0:04 34:0� 3:6

0.32089....................... 13:97� 0:02 31:0� 1:2

0.32724....................... 13:73� 0:32 69:0� 15:6:
0.32772....................... 13:61� 0:43 115:0� 62:1:

0.33267....................... 13:55� 0:04 38:0� 3:4

0.33976....................... 14:45� 0:03 42:0� 1:3

0.34682....................... 13:59� 0:02 39:0� 1:9

0.34865....................... 12:78� 0:06 18:0� 3:0

PG 0953+415 (T. M. Tripp 2006, private communication)

0.01558....................... 13:19� 0:08 35:0þ10:0
�8:0

0.01587....................... 12:86� 0:21 19:0þ15:0
�8:0

0.01606....................... 13:54� 0:05 32:0� 5:0

0.01655....................... 13:51� 0:04 26:0� 3:0
0.02336....................... 13:21� 0:08 56:0þ14:0

�11:0

0.04416....................... 12:72� 0:09 15:0� 6:0

0.04469....................... 12:77� 0:06 12:0� 3:0
0.04512....................... 13:42� 0:02 38:0� 2:0

0.05876....................... 13:82� 0:07 25:0� 3:0

0.05879....................... 13:41� 0:16 63:0þ19:0
�14:0

0.06808....................... 14:47� 0:03 21:0� 2:0
0.09228....................... 13:08� 0:07 27:0� 6:0

0.09315....................... 13:66� 0:03 39:0� 3:0

0.10940....................... 13:68� 0:03 23:0� 2:0

0.11558....................... 13:47� 0:03 24:0� 2:0
0.11826....................... 13:68� 0:02 30:0� 2:0

0.11871....................... 12:81� 0:10 16:0� 6:0

0.12558....................... 12:77� 0:09 8:0þ4:0
�3:0

0.12784....................... 12:83� 0:35 44:0þ76:0
�28:0

0.12804....................... 13:27� 0:12 21:0� 5:0

0.14178....................... 12:68� 0:10 10:0þ5:0
�3:0

0.14233....................... 13:58� 0:03 28:0� 2:0
0.14263....................... 13:45� 0:04 31:0� 4:0

0.14294....................... 12:63� 0:27 17:0þ23:0
�10:0

0.14310....................... 13:05� 0:11 22:0þ9:0
�6:0

TABLE 2—Continued

z

logNH i

(dex)

b

( km s�1)

PG 0953+415 (T. M. Tripp 2006, private communication)

0.14333....................... 12:77� 0:14 15:0þ9:0
�6:0

0.17985....................... 13:27� 0:07 48:0þ11:0
�9:0

0.19072....................... 13:04� 0:08 26:0� 6:0

0.19126....................... 13:08� 0:55 48:0þ95:0
�32:0

0.19147....................... 13:33� 0:34 30:0þ12:0
�9:0

0.19210....................... 13:14� 0:07 28:0� 6:0

0.19241....................... 12:94� 0:12 35:0þ15:0
�11:0

0.19361....................... 13:94� 0:02 40:0� 2:0

0.20007....................... 13:24� 0:09 66:0þ17:0
�14:0

0.20104....................... 13:16� 0:16 71:0þ41:0
�26:0

0.20136....................... 12:91� 0:19 19:0þ10:0
�7:0

0.20895....................... 12:94� 0:10 28:0þ10:0
�7:0

0.21514....................... 13:30� 0:04 27:0� 3:0

0.22526....................... 12:74� 0:23 2:0þ2:0
�1:0

0.22527....................... 13:19� 0:05 34:0� 5:0

PG 1116+215 (Sembach et al. 2004)

0.00493....................... 13:36þ0:07
�0:06 34:2� 3:6

0.01635....................... 13:39� 0:06 48:5� 5:1

0.02827....................... 13:80� 0:02 31:4� 1:1
0.03223....................... 13:33þ0:06

�0:05 31:6� 2:9

0.04125....................... 13:25þ0:11
�0:09 105:0� 18:0

0.04996....................... 12:72þ0:10
�0:08 16:5� 3:2

0.05895....................... 13:56� 0:05 25:0� 5:0

0.05928....................... 12:41þ0:18
�0:13 10.0:

0.06072....................... 13:28þ0:06
�0:05 55:4� 5:8

0.06244....................... 13:18þ0:07
�0:06 77:3� 9:0

0.07188....................... 12:79þ0:08
�0:07 9:6� 2:0

0.08096....................... 13:45þ0:03
�0:02 24:9� 1:0

0.08587....................... 12:90þ0:19
�0:13 52:0� 14:0

0.08632....................... 12:66þ0:32
�0:18 36:0� 15:0

0.09279....................... 13:39þ0:09
�0:08 133:0� 17:0

0.10003....................... 12:73þ0:07
�0:06 23:2� 2:2

0.11895....................... 13:44þ0:04
�0:03 31:5� 1:8

0.13151....................... 13:41� 0:03 28:8� 1:3

0.13370....................... 13:27þ0:08
�0:07 83:6� 10:4

0.13847....................... 16:20þ0:05
�0:04 22:4� 0:3

PG 1259+593 (Richter et al. 2004)

0.00229....................... 13:57� 0:10 42:1� 4:4

0.00760....................... 14:05� 0:05 34:6� 2:0
0.01502....................... 13:21� 0:06 22:6� 4:4

0.02217....................... 13:67� 0:04 30:2� 2:2

0.03924....................... 12:94� 0:05 15:3� 2:8

0.04606....................... 15:58� 0:21 47:6� 12:4
0.05112....................... 13:62� 0:07 34:4� 2:5

0.05257....................... 12:75� 0:06 20:7� 3:0

0.05376....................... 13:44� 0:04 30:5� 1:9

0.06644....................... 13:65� 0:05 28:7� 3:3
0.08041....................... 12:97� 0:10 42:0� 4:5

0.08933....................... 14:04� 0:03 28:9� 1:7

0.09591....................... 12:97� 0:03 21:5� 2:3

0.12188....................... 13:03� 0:07 26:9� 4:2
0.12387....................... 13:47� 0:06 28:2� 3:0

0.14852....................... 13:91� 0:06 42:1� 2:4

0.15029....................... 13:25� 0:11 25:7� 4:3
0.15058....................... 13:45� 0:13 32:0� 5:1

0.15136....................... 13:32� 0:09 65:3� 5:5

0.15435....................... 13:22� 0:04 25:2� 1:9

0.17891....................... 13:29� 0:10 98:5� 9:1
0.18650....................... 13:02� 0:03 19:6� 1:4

0.19620....................... 13:65� 0:05 32:7� 3:2
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distance was computed assuming a Friedmann cosmology,�X ¼
0:5½(1þ�z)2 � 1� with q0 ¼ 0. For the lines of sight to QSOs
with zQSO < 0:42, we have excluded absorption systems within
5000 km s�1 of the QSO redshift. Some observations of low-
redshift QSOs have provided evidence that ‘‘intrinsic’’ absorption
lines can arise in clouds that are spatially close to the QSO and
yet, due to the cloud kinematics, are substantially offset in red-
shift from the QSO (e.g., Yuan et al. 2002; Ganguly et al. 2003).
To avoid contaminating the sample with these intrinsic absorbers,
we do not use systems detected within 5000 km s�1 of the QSO.
The Voigt profile-fitting method was employed for each line of
sight to measure the column densities (NH i), Doppler parameters
(b), and redshifts of the absorbers, and we adopt those results for
our analysis. Table 2 lists these parameters. For PG 1259+593we
did not include in our sample the systemsmarked uncertain (UC)
in Table 5 of Richter et al. (2004). A colon in Table 2 indicates
that there is uncertainty in the determination of the physical param-
eters, which are not accounted for in the formal errors produced by
the profile fitting. These systems are not taken into account when
we use an error cutoff (see below). If we had, it would not have
changed the results presented in this paper in a statistically sig-
nificant manner.

The total sample consists of 341 H i systems, with a total un-
blocked redshift path ��z ¼ 2:064 and a total absorption dis-
tance��X ¼ 2:404. There are 201 systems at z � 0:2 and 131
systems at 0:2 < z � 0:4. The remaining 9 systems lie at 0:4 <
z < 0:44. Therefore, our sample mostly probes the universe at

z � 0:4. More absorbers are found at z < 0:2 because several
lines of sight do not extend out to z ¼ 0:3Y0.4 and to a lesser
extent because the S/N at k > 1650 8 decreases rapidly (see
below).
The sample is not homogeneous with respect to the achieved

S/N in the STIS E140M observations toward the seven sight
lines considered. The detection limit depends on the S/N and the
breadth over which the spectrum is integrated. The matter is com-
plicated by the S/N not being constant over the full wavelength
range from�1216 to�1730 Å availablewith STIS E140Mwhere
Ly� can be observed; in particular, it deteriorates rapidly at k >
16508. Only lines of sight with zk0:32 can reach the last 1008
of the STIS E140Mwavelength coverage. Note that 297 systems
with z � 0:32 are observed at wavelengths kP 16508. For ex-
ample, in one of the lowest S/N spectra in our sample (HE
0226�4110), we estimate that at�17008, a 3 � limit is�75m8
for the profile integrated over �v ¼ ½�50; 50� kms�1 and�100m8
over �v ¼ ½�90; 90� km s�1. We estimate that our sample is com-
plete for logNH ik 13:20 (corresponding to a rest frame equivalent
width W1215 ’ 88 m8) at a 3 � level for bP 80 km s�1. For
the high-S/N lines of sight (H1821+643, PG 1259+593, and
PG 1116+215), this limit is quite conservative. For systems with
b > 80 km s�1 and logNH ik 13:20, our sample is incomplete,
especially at z � 0:32 and for the lowest S/N spectra.
Since our sample is not homogeneous with respect to the

achieved S/N, it is useful to have a sample in which the cloud pa-
rameters are relatively well determined, so that scatter due to
noise is reduced. We therefore consider systems with errors on b
and NH i that are less than 40%. The sample has 270 H i systems
with errors on b andNH i that are less than 40%. In this case, there
are 155 systems at z � 0:2, 107 systems at 0:2 < z � 0:4, and
8 systems at 0:4 < z < 0:44. At the completeness level log NH i �
13:20 and with errors on b andNH i less than 40%, there is a total
of 202 H i systems, with 109 systems at z � 0:2, 85 systems at
0:2 < z � 0:4, and 8 systems at 0:4 < z < 0:44.

2.2. Overview of the Distributions of NH i , b, and z

In Figure 1, we show the distribution of the column density for
each line of sight and the total sample ( last panel, where we show
the completeness limit of the sample) for systems with NH i �
1014 cm�2 and �b /b; �N /N � 0:4. About 86% of the absorbers
haveNH i � 1014 cm�2 and�94%of themhaveNH i � 1014:5 cm�2.
The column density distribution peaks near NH i � 2 ; 1013 cm�2

and drops sharply at smaller column densities. Since the peak
of the distribution corresponds to about our completeness limit,
the observed decrease of the number of systems at NH iP 1:6 ;
1013 cm�2 can be understood from the reduction in sensitivity.
Higher S/N spectra would be needed to further understand the
distribution of the smaller column densities.
In Figure 2, we show the distribution of the Doppler param-

eters for each line of sight and for the entire sample (last panel )
with �b /b; �N /N � 0:4. For every sight line, the b-distribution
peaks between about 20 and 30 km s�1. Yet, it is apparent that
the distribution is not Gaussian around these values, and, in par-
ticular, there are many systems with bk 40Y50 km s�1 that pro-
duce a tail in the b distribution. This is clearly observed in the
histogram of the combined sample, where b peaks around 20Y
30 km s�1 and there is an excess of systems with b > 40 km s�1,
compared to the number of systems with small b. This preview
already shows clearly that a mean b-value does not provide an
adequate description of the Ly� forest.
In Figure 3, we show the distribution of the redshift for

each line of sight with a redshift bin of 0.0033 (corresponding
to 1000 km s�1 intervals). There is no striking difference between

TABLE 2—Continued

z

logNH i

(dex)

b

( km s�1)

PG 1259+593 (Richter et al. 2004)

0.19775....................... 13:33� 0:06 23:9� 2:8
0.21949....................... 15:08� 0:08 32:3� 1:4

0.22313....................... 13:92� 0:04 34:8� 1:1

0.22471....................... 13:59� 0:06 28:9� 1:7

0.22861....................... 13:47� 0:05 40:3� 2:9
0.23280....................... 13:50� 0:07 37:4� 3:2

0.23951....................... 13:40� 0:03 16:3� 1:3

0.24126....................... 13:41� 0:09 89:1� 6:9

0.25642....................... 13:74� 0:03 25:0� 0:9
0.25971....................... 13:84� 0:12 40:5� 4:9

0.28335....................... 13:59� 0:10 37:0� 5:2

0.29236....................... 14:65� 0:09 24:3� 2:8
0.29847....................... 13:09� 0:10 33:3� 2:9

0.30164....................... 13:26� 0:14 31:7� 4:7

0.30434....................... 13:76� 0:14 64:5� 9:6

0.31070....................... 13:40� 0:07 22:8� 2:9
0.31978....................... 13:98� 0:06 74:4� 8:7

0.32478....................... 13:24� 0:15 46:1� 10:2

0.33269....................... 13:88� 0:08 25:9� 3:2

0.34477....................... 14:02� 0:08 34:3� 4:4
0.34914....................... 13:36� 0:09 31:3� 4:8

0.35375....................... 13:41� 0:06 16:4� 1:8

0.37660....................... 13:45� 0:13 36:4� 6:2

0.38833....................... 13:02� 0:19 14:1� 3:8
0.41081....................... 13:57� 0:08 32:8� 5:0

0.41786....................... 13:25� 0:08 50:7� 3:9

0.43148....................... 14:10� 0:06 20:9� 4:3

0.43569....................... 14:22� 0:10 44:0� 3:9

PKS 0405�123 (this paper)

See Table 9
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the different lines of sight, but there are clearly voids and clus-
tering in the distribution, consistent with the Ly� forest tracing
filaments of matter in the universe. An example of clustering of
absorbers is found near the system at z ¼ 0:06352 toward HS
0624+6907, where at least 8 absorbers are found in a single bin
and 17 absorbers are only separated by about 3000 km s�1. Aracil
et al. (2006a) attribute this clustering to the absorption of intra-
group gas, possibly from a filament viewed along its long axis.

3. DISTRIBUTION OF b

Earlier low-redshift UV studies of the H i forest have low or
moderate spectral resolutions and smaller wavelength coverage,
and they did not allow access to several Lyman series transitions.
Therefore, the Doppler parameter b generally had to be assumed,
and a study of the evolution and distribution of b was not possi-
ble (see, e.g., the studies of Weymann et al. 1998; Penton et al.
2000, 2004). With STIS E140M observations (spectral resolu-
tion of 6.5 km s�1), b can be derived from a profile-fitting analy-
sis. Furthermore, combiningSTIS E140MandFUSE observations
allows further constraints on b by using several Lyman series
lines and reducing possible misidentifications. Here, we re-
view the frequency and properties of the narrow Ly� absorbers
(NLAs, b � 40 km s�1) and the broad Ly� absorbers (BLAs,
b > 40 km s�1).

3.1. Distribution of b and Other Low-z Studies

The median b-value of 31 km s�1 for our combined sample is
larger than the medians found in the low-redshift IGM studies by

Davé & Tripp (2001) and Shull et al. (2000). Davé & Tripp
(2001) used automated software to derive b and N, but their cri-
teria did not allow a search for broad components. Shull et al.
(2000) onlywent after the Ly� absorption lines in theFUSEwave-
length range in order to combine themwith knownLy� absorption
lines observed with the Goddard High Resolution Spectrograph
(GHRS) and were therefore less likely to find the broad H i ab-
sorbers. Davé & Tripp (2001) found median and mean b-values
of 22 and 25 km s�1, respectively. We find that the distribution
of b is not Gaussian, making the mean and dispersion less useful
quantities. If we restrict our sample to data with b � 40 km s�1,
the median and mean (with 1 � dispersion) are 27 and 27�
7 km s�1. If only data with log NH ik13:2 are considered,
we obtain 29 and 28� 6 km s�1. If we set the cutoff at b �
50 km s�1, the median and the mean increase by 2 km s�1. The
median, mean, and dispersion of b in our sample (with b � 40 or
50 km s�1) compare well to those derived by Shull et al. (2000):
28 and 31� 7 km s�1 for the median and mean, respectively.

In Figure 4, we show the distribution of b for samples with
variousNH i cutoffs. For anyNH i cutoff, the maximum of the dis-
tribution always peaks near 25Y30 km s�1, and in all cases there
is clearly an asymmetry in the distribution, with the presence
of a tail in the distribution that develops at b > 40Y60 km s�1.
For the BLAs, the number of systems with H i column between
13.0 and 13.2 dex is the largest, although this could be in
part an observational bias, since weaker column density ab-
sorbers with b > 40 km s�1 would require higher S/N to be de-
tected. Although the effects of line blending can contaminate

Fig. 1.—Distribution of the column density of H i for each sight line and the combined sample with a column density interval of 6 ; 1012 cm�2. Only data withNH i
�

1014 cm�2 and less than 40% errors in b andNH i are considered. The vertical dashed line on the complete sample marks the completeness limit of NH i ¼ 1:6 ; 1013 cm�2.
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the measurements of the observed tails, the various papers de-
scribing the data (see also Richter et al. 2006b) show that a large
fraction of these broad absorbers can be described with a single
Gaussian within the S/N. For the stronger of these absorbers,
several Lyman series lines were also used to derive the physical
parameters.

3.2. The b-NH i Distribution

The b-NH i distribution of the low-redshift sample is shown in
Figure 5. The solid gray line shows the threshold detection of H i

absorbers. This curve is the relationship between b and NH i for a
Gaussian line profile with 10% central optical depth; absorption
lines to the left of this line are not detectable. The lack of data
with low b and logNH iP 12:7 is most likely because our sample
is not complete at these low column densities. When absorbers
with logNH ik 13:2 and b> 0 km s�1 are considered, the b-NH i

plot reveals mostly a scatter diagram. Most of the absorbers are
present in the column density range 13.2Y14 dex. In Table 3, we
list the median, mean, and dispersion of b for the entire sample,
NLAs, and BLAs. For the entire sample, as expected from Fig-
ure 5, it is not clear whether b increases or decreases as NH i in-
creases. A Spearman rank-order correlation test on the entire
sample with logNH i � 13:2 shows a verymarginal negative cor-
relation between b and NH i, with a rank-order correlation coeffi-
cient r ¼ �0:08 and a statistical significance t ¼ 0:25. We note
that when systems with log NH iP13:2 are considered, it creates
an apparent correlation (r ¼ 0:21 and t ¼ 4:7 ; 10�4) between
NH i and b, which can be understood in terms of measurement

biases, since weak broad systems are more difficult to detect than
weak narrow absorbers. There is no clear separation between the
NLAs and BLAs in this figure, although we note that most BLAs
are found at log NH iP14:0 and no BLAs with b> 50 km s�1

have log NH ik 14:0 (see below). This scatter and absence of
clear separation between NLAs and BLAs are expected if the
H i lines trace systems with different temperatures and turbulent
velocities.
For NLAs with b � 40 km s�1 and logNH i � 13:2, we show

in Figure 5 themedian, mean, and dispersion of b (red curves and
symbols) derived in six intervals of NH i. These estimates are sum-
marized in Table 3. This shows evidence of an increase of b with
increasingNH i for the NLAs, at least for the weak absorbers with
logNH iP 14:1. The Spearman rank-order correlation test for the
NLA sample shows a weak correlation between b and NH i, with
r ¼ 0:12 and t ¼ 0:15. Since the sample is complete for theNLAs,
the increase of bwith increasingNH i must be real. The large scat-
ter is again expected if the H i lines are broadened as a result of
different temperatures and turbulent velocities.
In Figure 6, we present the b-NH i distribution for only the

BLAs (left panel ), which shows that b appears to decrease with
increasing NH i: for 13:1P log NH iP 13:5 (this range is high-
lighted in Fig. 6 by the vertical dotted lines), b is distributed be-
tween about 40 and 130 km s�1; for 13:5P logNH iP 14:0, b
is mostly distributed between about 40 and 80 km s�1; and for
logNH ik 14:0, b is always lower than 50 km s�1. This trend is
also confirmed in the last two columns of Table 3 (note that in the
½13:8; 14:1� interval there are only six systems, with three of them

Fig. 2.—Distribution of the Doppler parameter of H i for each sight line and the combined sample. The observations are plotted in 6 km s�1 bins. Only data with less
than 40% errors in b and NH i are considered.
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having b > 60 km s�1 and the other three having b � 40 km s�1).
The Spearman rank-order correlation for the BLA sample with
log NH i � 13:2 confirms a negative correlation between b and
NH i (r ¼ �0:30 and t ¼ 0:016).

In the right panel of Figure 6, we show the recent simulation
of BLAs undertaken by Richter et al. (2006a), in which artificial
spectra were generated from the hydrodynamical simulation.
Their numerical model was part of an earlier investigation of the
O vi absorption arising inWHIMfilaments (Fang&Bryan 2001),
and they include collisional ionization and photoionization pro-
cesses. The simulated sample presented in Figure 6 corresponds
to their high-quality sample, which includes 321 BLAs with al-
most perfect Gaussian profiles (note that 58% of the sample has
log NH iP13:2). Since our observations are complete only to
log NH ik13:2, it is not surprising that we are missing absorbers
below this limit. It is, however, interesting to note that the sim-
ulation and observations have a similar trend: (1) most of the
broadest absorbers are found at logNH iP 13:5, and (2) most
of the strong absorbers ( logNH ik 14) have bP 50 km s�1 (al-
though we note that in the simulation a few systems have b up
to 65 km s�1, and the simulation does not produce BLAs with
log NH ik 14:4). This is also in general agreement with the sim-
ulation of the WHIM produced by Davé et al. (2001), in which
they show the WHIM fraction peaks for an overdensity �/�̄ of
�5Y30. If equation (2) (see below) applies for the BLAs, the
H i column density range 13.2Y14.0 dex corresponds to �/�̄ �
5Y17, in general agreement with the hydrodynamical simulations
of Davé et al. (2001), if the BLAs trace mostly the WHIM.

Fig. 3.—Distribution of the redshift of H i for each sight line with a redshift interval of �z ¼ 0:0033. The arrows show the redshifts of the QSOs. The wavelength
coverage of the E140M mode of STIS limits Ly� measurements to zP0:42.

Fig. 4.—Distribution of the Doppler parameter of H i for a series of minimum
logNH i for zP0:4 for the seven sight lines. Only data with less than 40% errors
in b and NH i are considered.
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Fig. 5.—Line width vs. H i column density for the Ly� absorbers along the seven sight lines. Only data with less than 40% errors in b andNH i are considered. The solid
gray line shows b vs.NH i for a Gaussian line shape with 10% central optical depth; absorption lines to the left of this line are not detectable. The dotted gray line shows the
predicted minimum b-value from hydrodynamic cosmological simulations at low redshift (Davé et al. 1999). The dot-dashed and long-dashed lines show the fits to lower
cutoff in the b-distribution of high-redshift systems (Kirkman & Tytler 1997; Kim et al. 2002b; see x 3.2 for more details). The red histogram and red symbols show the
median b (triangles), the mean (circles), and the dispersion of b (vertical bars) in six bins of NH i only for data with b � 40 km s�1 (see Table 3).

TABLE 3

Median, Mean, Dispersion of b at Low z in a Given Column Density Interval for the 7 QSO Sample

b > 0 km s�1 b � 40 km s�1 b > 40 km s�1

Column Density Interval Median Mean �� Median Mean �� Median Mean ��

½12:9; 13:2� ............................. 28.7 31.5 � 13.9 27.2 26.7 � 6.5 50.7 54.7 � 16.6

½13:2; 13:5� ............................. 34.0 39.9 � 21.7 27.0 27.2 � 6.7 55.4 61.5 � 21.1

½13:5; 13:8� ............................. 32.0 36.3 � 12.9 28.7 29.1 � 5.4 54.1 53.2 � 8.4

½13:8; 14:1� ............................. 34.0 36.9 � 14.1 31.0 30.7 � 4.9 62.0 57.8 � 15.7

½14:1; 14:4� ............................. 37.0 34.1 � 9.1 27.7 29.8 � 6.8 45.7 45.0 � 1.2

½14:4; 14:7� ............................. 39.1 35.2 � 8.9 30.3 30.5 � 8.0 43.0 43.2 � 1.3

Note.—Only data with �b/b; �N /N � 0:4 are included in the various samples.



We note that the simulation of Richter et al. (2006a) gener-
ally produces larger b than currently observed; for systems with
log NH ik 13:2, the median, mean, and standard deviation are
59, 69, and 31 km s�1 for the simulation, while they are 52, 57,
and18 km s�1 for the observations. The current S/N of the ob-
served data limits the detection of the broader absorbers with
b > 80 km s�1, as discussed in x 2.We also note that the broader
systems (b > 80 km s�1) are likely to be more uncertain, espe-
cially since they are detected in the lowest column density range
( log NH iP13:4).

Schaye et al. (1999) and others demonstrated that the temperature-
density relation, which is well described by a power law T ¼
T0(�/�̄)

��1 (where �̄ is the average density, �/�̄ is the over-
density of the IGM), implies a lower envelope to the b-NH i dis-
tribution. This lower envelope is not clearly observed in Figure 5.
We further explore this by considering the numerical cosmolog-
ical simulations of the low-redshift Ly� forest that predict that the
temperature T4 ¼ T /(104 K) is a power law of the overdensity
�/�̄ , with

T4 � 0:5 �=�̄ð Þ0:6; ð1Þ

for the coolest systems at any given density. The overdensity is
connected to the H i column density through (Davé et al. 1999),

�

�̄
� 20

NH i

1014 cm�2

� �0:7
10�0:4z: ð2Þ

If we combine these two equations, we have

T4 � 3
NH i

1014 cm�2

� �0:42
10�0:24z: ð3Þ

The pure thermal Doppler broadening for H is bth ¼ 0:129
ffiffiffiffi
T

p
,

so for photoionized hydrogen absorbers we can write

bth � 22
NH i

1014 cm�2

� �0:21
10�0:12z km s�1: ð4Þ

This latter relation is shown in Figure 5 with the dotted line,
where we set z ¼ 0:2, which is about the mean and median z in
our sample. Since the �-T fit to photoionized absorbers is for the
coolest systems, this relation should provide a lower envelope
to the b-NH i distribution. The lower envelope to the observed
b-NH i distribution roughly agrees with the numerical simula-
tions, at least as long as log NH iP14:2. But the low-redshift
sample does not yet provide as sharp a lower envelope to the
b-NH i distribution as high-redshift samples do (see for exam-
ple Kirkman & Tytler 1997; Kim et al. 2002a), because there
are still too few systems at the completeness level. In Figure 5,
we show with the dot-dashed line the relation bmin ¼ 20þ
4 log ½NH i /(10

14 cm�2)� km s�1 foundbyKirkman&Tytler (1997)
at z̄ ¼ 2:7 and with the long-dashed line the relation log bmin ¼
1:3þ 0:090 log ½NH i /(10

14 cm�2)� km s�1 found by Kim et al.
(2002b) at z̄ ¼ 2:1 (smoothed power-law fit). These power laws
provide a good approximation to the observed lower envelope of
b at high redshift. At low redshift at log NH ik13:2, a few ab-
sorbers lie below these fits, especially at logNH ik 15. For sys-
tems with logNH iP15, it is not clear if the lower b cutoff evolves
with redshift.

Finally, following Davé & Tripp (2001), if we compare the
median in the various intervals with b � 40 km s�1 (red curve in
Fig. 5) and bth defined in equation (4), we find that bth � (0:6Y
0:7)bobs for a typical absorber with log NH iP 14:2. Therefore,
the contribution from thermal broadening is substantial for the
low-redshift NLAs. However, if the some BLAs actually trace
cool photoionized gas, the nonthermal broadening will be dom-
inant in these absorbers.

3.3. Ly� Line Density

This sample provides the first opportunity to investigate the
relative number of systems as a function of the Doppler param-
eter in the low-z IGM. In Table 4, we summarize dN /dz for each
sight line and for the combined sample where our subsamples
have either b � 40 or b � 150 km s�1. For both b-samples, we
choose three different column density ranges: (a) ½13:2; 14:0� dex,
(b) ½13:2; 16:5� dex, and (c) ½13:64; 16:5� dex. The lower limit of
samples (a) and (b) corresponds to our threshold of complete-
ness. The largest observed column density in our sample is about
1016:5 cm�2. Hence, sample (b) corresponds to the combined

Fig. 6.—Left: Line width vs. H i column density for the BLAs (b > 40 km s�1) along the seven sight lines. Only data with less than 40% errors in b and NH i are
considered. Right: Line width vs. H i column density for the high-quality sample of BLAs simulated by Richter et al. (2006a). The dashed vertical lines highlight the column
density range ½13:1; 13:5� dex where the broadest absorbers with b > 80 km s�1 are detected in the observational sample.
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sample with W k 90 m8, while sample (a) only covers the
weaker Ly� lines, which may evolve differently than the stron-
ger lines, since the weaker lines may arise from tenuous gas in
the IGM, while the stronger lines may mostly trace the gas in the
outskirts of galaxies. The threshold of sample (c) was chosen to
be comparable to the equivalent width threshold of 0.24 8 from

theHSTQSO absorption-line key project (Weymann et al. 1998).
The last rows of the subtables in Table 7, below, show the mean
dN /dz for the seven sight lines. We considered only absorbers
with �b /b; �N /N � 0:4. Note that the average values would have
increased only by �5% if we did not apply this cutoff.
The average value of dN /dz in sample (c) (W k0:24 8) of

28� 4 for b � 40 km s�1 is slightly smaller than the estimates
of Weymann et al. (1998) at log (1þ z) < 0:15 and Impey et al.
(1999) at 0 < z < 0:22, because the broader absorbers and un-
certain absorbers are not included in our sample. Indeed, the es-
timates of Weymann et al. (1998) and Impey et al. (1999) appear
intermediate between our two b samples. Penton et al. (2004)
found dN /dz ¼ 25� (4; 5) for a sample with z < 0:069, which
overlaps with our estimate within the 1 � dispersion, which im-
plies little or no evolution of dN /dz at z P 0:4 for the strong
H i absorbers. For b � 150 km s�1, the value of dN /dz is about
1.3 times larger than for the NLAs. We find that the broad Ly�
lines with 40 < b � 150 km s�1 have dN (BLA)/dz � 9, im-
plying that for the stronger lines of the Ly� forest, the number
of BLAs per unit redshift may be important.
Comparison of samples (a) and (b) shows that the weak sys-

tems are far more frequent than the strong systems. For these
samples, we note that dN /dz is systematically smaller toward
H1821+643 andHE0226�4110 than toward the other sight lines,
for both b subsamples.Along the PG 1116+215 and PKS 0405�
123 sight lines, dN /dz is intermediate for the NLAs. The three
other lines of sight have similar dN /dz. These trends do not ap-
pear related to the S/N of the data, since the S/N is the highest to-
ward H1821+643 and comparatively low for HE 0226�4110.
The redshift paths do not seem to explain all the differences.
For example, while the redshift paths are comparable between
HE 0226�4110 and PG 1259+593,�z is significantly smaller
toward PG 1116+215. Toward the sight lines that cover small
and large redshift paths, dN /dz is very similar for either column
density range, implying no redshift evolution of dN /dz between
z > 0 and z P 0:4. Therefore, some of the observed variation in
dN /dz must be cosmic variance between sight lines.
We explore the effect of the S/N on the dN (BLA)=dz estimate

in Table 5 by considering data with �b /b; �N /N � 0:4, 0.3, and
0.2. As expected, the spectra with the highest S/N are less af-
fected by these cutoffs than the spectra with the lowest S/N.
Decreasing the error thresholds has an effect mostly on the weak
systems (logNH iP13:40). Toward PG0953+415, the fourBLAs
have 13:2 < log NH i � 13:40 and 0:23 � �b /b � 0:30, which
explains why there is no BLA at the threshold �b /b � 0:2. Al-
though the HS 0624+6207 spectrum has several weak BLAs,

TABLE 4

Ly� Line Density

b � 40 km s�1 b � 150 km s�1

Sight Line N H i dN H i /dz N H i dN H i /dz

(a) 13:2 � log NH i � 14:0

H1821+643 ................... 7 29 � 11 12 50 � 15

HE 0226�4110............. 16 40 � 10 22 55 � 12

HS 0624+6907.............. 22 67 � 14 31 94 � 17

PG 0953+415................ 13 64 � 18 17 84 � 20

PG 1116+215 ................ 7 56 � 21 12 95 � 28

PG 1259+593................ 24 68 � 14 35 99 � 17

PKS 0405�123............. 21 51 � 11 35 85 � 14

Mean ......................... 54 � 5 (15) 80 � 6 (20)

(b) 13:2 � log NH i � 16:5

H1821+643 ................... 9 38 � 13 15 63 � 16

HE 0226�4110............. 21 52 � 11 31 77 � 14

HS 0624+6907.............. 25 76 � 15 35 106 � 18

PG 0953+415................ 14 69 � 19 18 89 � 21

PG 1116+215 ................ 8 64 � 23 13 103 � 29

PG 1259+593................ 30 85 � 15 43 121 � 19

PKS 0405�123............. 33 80 � 14 47 114 � 17

Mean ......................... 66 � 6 (17) 96 � 7 (21)

(c) 13:64 � log NH i
� 16:5

H1821+643 ................... 6 25 � 10 7 29 � 11

HE 0226�4110............. 10 25 � 8 16 40 � 10

HS 0624+6907.............. 10 30 � 10 13 40 � 11

PG 0953+415................ 6 30 � 12 6 30 � 11

PG 1116+215 ................ 2 16 � 11 2 16 � 11

PG 1259+593................ 12 34 � 10 18 51 � 13

PKS 0405�123............. 16 39 � 10 21 51 � 12

Mean ......................... 28 � 4 (8) 37 � 4 (13)

Notes.—Only data with �b /b; �N /N � 0:4 are included in the various sam-
ples. Errors are from Poisson statistics. The number in parentheses in the row
showing the mean corresponds to the standard deviation around the mean for the
different lines of sight.

TABLE 5

Effect of the Signal-to-Noise Ratio on the Broad Ly� Density Estimate

dN H i /dz

Sight Line S/N �b /b; �N /N � 0:4 �b /b; �N /N � 0:3 �b /b; �N /N � 0:2

H1821+643 ............................ 15Y20 25� 10 25� 10 25� 10

HE 0226�4110...................... 5Y11 25� 8 20� 7 18� 7

HS 0624+6907....................... 8Y12 30� 10 30� 10 30� 10

PG 0953+415......................... 7Y11 20� 10 15� 9 0

PG 1116+215 ......................... 10Y15 40� 18 40� 18 32� 16

PG 1259+593......................... 9Y17 37� 10 34� 10 25� 9

PKS 0405�123...................... 5Y10 34� 9 24� 8 14� 6

Mean .................................. 30� 4(7) 27� 4(8) 21� 3(11)

Notes.—S/N is measured per resolution element. Sample with 40 < b � 150 km s�1 and 13:2 � logNH i � 16:5.
Errors are from Poisson statistics. The number in parentheses in the row showing the mean corresponds to the standard
deviation around the mean for the different lines of sight.
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only if �b /b; �N /N < 0:15 is applied do we observe a significant
drop in dN (BLA)/dz, by a factor 2.5. On average, there is a
decrease in dN (BLA)/dz by a factor �1.4 between the cutoff at
0.4 and 0.2. If only BLAswith 40 < b � 100 km s�1 are consid-
ered, dN (BLA)/dz ¼ 28, 25, and 20 for �b /b; �N /N � 0:4, 0.3,
and 0.2, respectively. These estimates are in agreement with those
of Richter et al. (2006b; see also x 4.2). The BLA density is about
2 times smaller than dN (NLA)/dz for samples (a) and (b).

Finally, we summarize in Figure 7 the frequency of the Ly�
absorbers with various b-values in the low-redshift universe. In
this figure, dN /dz represents the mean of the number density of
H i absorbers obtained toward each line of sight in four intervals
of b (½0; 20�, ½20; 40�, ½40; 60�, and ½60; 80� km s�1), using data
with �b /b; �N /N � 0:4 and log NH i � 13:2. The vertical error
bars assume Poissonian errors. The mean dN /dz is shown at the
mean b-value of each b-interval sample. The horizontal bars show
the b-intervals delimited by the minimum and maximum b-values
of each b-interval sample. The NLAs are mostly found between 20
and 40 km s�1. Very narrow Ly� absorbers with b < 20 km s�1

are rare, and we note that in the ½0; 20� km s�1 interval, most of
the absorbers have bk 15 km s�1. The paucity of very narrow
absorbers with log NH i � 13:2 is real since the resolution of
STIS E140M (binst � 4 km s�1) allows us to fully resolve absorb-
ers with bk 5 km s�1. The broad absorbers are more frequent in
the b ¼ ½40; 60� km s�1 range; there are about 3.5 times more ab-
sorbers in ½40; 60� km s�1 interval than in the b ¼ ½60; 80� km s�1

interval. Ly� absorbers are therefore more frequent for low col-
umn densities [ logNH iP 14] and for b-values between 20 and
40 km s�1.

4. EVOLUTION OF b

4.1. Higher Redshift Samples

Recently, the analysis of the Ly� absorbers in the redshift
range 0:5 < z < 2:0 from Janknecht et al. (2006) has become
available at the Centre de Données de Strasbourg (CDS). Their
data that sample the mid-z IGM at 0:5 < z P 1:5 were obtained
withHST STIS E230M: PG 1634+706 (z ¼ 0:534Y1.295), PKS
0232�04 (z ¼ 0:876Y1.419), PG 1630+377 (z ¼ 0:875Y1.451),
PG 0117+213 (z ¼ 0:875Y1.475), HE 0515�4414 (z ¼ 0:874Y
1.475), and HS 0747+4259 (z ¼ 0:760Y1.443). The redshifts in

parentheses indicate the redshift interval probed by the obser-
vations. The spectral resolution of E230M data (R � 30;000) is
lower than that of the low-z sample obtained with the E140M
grating (R � 44;000). The S/N of the mid-z sample is compara-
ble to the lowest S/N of the low-z sample, except for PG 1634+
706, which has a S/N per resolution element of 5Y40. The high-
redshift sample (z > 1:5) consists of data obtained with the Very
Large Telescope (VLT) Ultraviolet Visual Echelle Spectrograph
(UVES; R � 40;000): HE 0515�4414 (z ¼ 1:515Y1.682), HE
0141�3932 (z ¼ 1:518Y1.784), HE 2225�2258 (z ¼ 1:515Y
1.861), and HE 0429�4901 (z ¼ 1:662Y1.910). The S/N is typ-
ically higher than 30Y40, except for HE 0429�4901, which is
about 15. The spectrum of HS 0747+4259 (z ¼ 1:562Y1.866)
was also obtained with the Keck High Resolution Echelle Spec-
trometer (HIRES; R � 50;000) with a S/N in the range of 6Y24.

For the high-redshift sample, we also consider the spectra of
QSOs at z > 1:5 presented by Kim et al. (2002a). Their profile-
fitting results are available at the CDS. These data were obtained
with the VLT UVES at resolution of R � 45;000 and typical
S/N ’ 40Y50. The QSOs considered are HE 0515�4414 (z ¼
1:53Y1.69),Q1101�264 (z ¼ 1:66Y2.08), J2233�606 (z ¼ 1:80Y
2.20), HE 1122�1648 (z ¼ 1:88Y2.37), HE 2217�2818 (z ¼
1:89Y2.37), HE 1347�2457 (z ¼ 2:09Y2.57), Q0302�003 (z ¼
2:96Y3.24), Q0055�269 (z ¼ 2:99Y3.60). Note that the HE
0515�4414VLTspectrum in Janknecht et al. (2006) has a differ-
ent wavelength coverage and exposure time than the HE 0515�
4414 VLT spectrum presented by Kim et al. (2002a). We finally
consider the H i parameters measured toward HS 1946+7658
(z ¼ 2:43Y3.05) by Kirkman & Tytler (1997). The spectrum of
HS 1946+7658 was obtained with Keck HIRES. The S/N per
resolution element varies from about 30 to 200 and the spectral
resolution is similar to UVES. The spectral resolution of the high-
redshift sample is similar to the low-redshift sample, but the S/N is
generally much higher in the z > 1:5 sample than in the low- or
mid-z samples.

4.2. Conditions for Comparing Various Samples

The definition of a BLA that was followed in recent papers
presented by our group is an absorber that can be fitted with a
single Gaussian component with b > 40 km s�1 and for which
the reduced �2 does not improve statistically by adding more
components to the model. Low-S/N data can have, however,
treacherous effects that can mask a BLA or confuse narrow
multiabsorbers with a BLA (see Fig. 2 in Richter et al. 2006b).
To overcome the effects of noise, the sample of BLAs defined
by Richter et al. (2006b) has to also satisfy the following rules:
(1) the line does not show any asymmetry, (2) the line is not
blended, (3) there is no evidence of multiple components in the
profile; and (4) the S/N must be high enough (i.e., log (NH i /b)k
log ½3 ; 1012 /(S/N)�k 11:3, where NH i and b are in cm�2 and
km s�1, respectively). For the low-redshift sample presented
here, the BLAs strictly follow criteria (4) when the condition
�b /b; �N /N � 0:4 is set. Following these rules, Richter et al.
(2006b) found dN (BLA)/dz ¼ 22� 5 for their secure detec-
tions (53 for the entire candidate sample). Within 1 �, our BLA
number density estimate overlaps with the result of Richter et al.
(2006b) when the cutoff �b /b; �N /N � 0:4 is applied to our sam-
ple. Therefore, this shows that by applying an error cutoff with-
out scrutinizing each profile for the conditions listed above, we
find a similar average dN (BLA)/dz. This is crucial, because for
a comparison with other samples at higher z, we cannot examine
each absorber individually. For the sample presented by Janknecht
et al. (2006), no spectra or fits are shown. Kim et al. (2002a) and
Kirkman & Tytler (1997) present their spectra and fits, but over

Fig. 7.—Mean number density per unit redshift with Poissonian errors (ver-
tical bars) in four intervals of b (½0; 20�, ½20; 40�, ½40; 60�, and ½60; 80� km s�1)
using data with �b /b; �N /N � 0:4 and logNH i � 13:2. The mean number den-
sity is shown at the mean b-value of each b-interval sample. The horizontal bars
show the b-intervals delimited by the minimum and maximum b-values of each
b-interval sample.
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wavelength ranges that were too broad to study the conditions
listed above in detail. Furthermore, as z increases, absorbers are
more often blended due to the higher redshift line density, so we
cannot reject the blended systems, or we would introduce a strong
bias in the comparison. At high, mid, and low redshift, the �2 of
the profile fit governs the number of components allowed in the
model of an absorber; therefore, a similar methodology was ap-
plied in each sample, allowing a direct comparison of the various
measurements.We apply the same cutoff �b /b; �N /N � 0:4 to the
z > 0:5 redshift samples to remove the uncertain profile fit results
in a similar manner in each sample. Such a cutoff, however, intro-
duces a systematic effect; more BLAs will be rejected in low-S/N
spectra (low- and somemid-z data) than in high-S/N spectra (high-z
data). But such systematics should underestimate the number of
BLAs in low-S/N data, and therefore this should strengthen the
differences observed at low z compared to the higher z samples.

For our comparison, we also consider only absorbers with
log NH i � 13:2, the completeness level of the low-redshift sam-
ple, which also corresponds to about the completeness of the low-
est S/N spectra of themid-z sample. If the S/N of the high-redshift
spectra is solely considered, absorbers with log NH i � 13:2 would
be far above the completeness level of the high-redshift sam-
ple, which is logNH ik 12:5 for the data presented by Kim et al.
(2002a) and Kirkman & Tytler (1997). However, line blending
and blanketing reduce the completeness threshold, especially
at zk 2:5 (Kirkman& Tytler 1997; Lu et al. 1996). At z � 4, Lu
et al. (1996) show, using simulated spectra, that line blanketing
was not important as long as logNH ik 13:5, while at z � 2:7,
Kirkman & Tytler (1997) show, following a similar methodol-
ogy, that their sample is likely to be complete at log NH ik 12:8Y
13.0. Since broad and shallow absorbers are more uncertain, con-
sidering only absorbers with logNH i � 13:2 also reduces the prob-
lem of creating a higher proportion of wide lines than is really
present in the intrinsic distribution.

For our comparison, we only consider BLAs with 40 < b �
100 km s�1. The choice of b � 100 km s�1 reduces the incom-
pleteness at the high-b end of the low-redshift sample. Further-
more, at z � 4 (which is at higher redshift than any absorbers
considered here), Lu et al. (1996) argue that absorbers with b >
100 km s�1 are caused essentially by heavily blended forest lines,
since they are systematically found in the high line density region
of the spectrum. This effect should diminish greatly as z decreases.
At z � 2:7, Kirkman & Tytler (1997) have produced simulated
spectra to better understand the intrinsic properties of their ob-
servational data. They observe a tail at high b in both the sim-
ulated and observed b-distributions. In the simulated spectra, the
tail at b > 80 km s�1 is only due to line blending, because their
simulation did not allow such broad lines. They findmore lines at
b > 80 km s�1 in the observed distribution (3.6% compared to
0.5% in the simulated spectra), suggesting that many of these
absorbers could be intrinsically broad. Refined simulations, so
that simulated observations match exactly the real observations,
would be needed to be entirely conclusive on this point (Kirkman
& Tytler 1997). Yet, at high z, if BLAs with b > 80 km s�1 that
are in fact blended narrow lines were frequent, this effect should
be more important as z increases. We show that this effect, if
present, is not statistically significant (see xx 4.3 and 4.4). By con-
sidering only absorbers with 40 < b � 100 km s�1, log NH i �
13:2, and �b /b; �N /N � 0:4, we significantly reduce the risk of
including spurious broad absorbers.We also note that, in any sam-
ples considered, the majority of BLAs are actually found in the
b-range 40 < b � 60 km s�1, not in the b-range b > 80 km s�1.

In Figure 8, we show the b-NH i distribution for three redshift
intervals, z < 0:5 (top panel ), 0:5 < z < 1:5 (middle panel ), and

1:5 < z P 3:6 (bottom panel ). Only absorbers that satisfy the con-
ditions 0 < b � 100 km s�1, log NH i � 13:2, and �b /b; �N /N �
0:4 are shown in the figure. At z > 0:5, there are many weak sys-
tems with b < 40 km s�1, which darkens part of the middle and
bottom panels. At z < 0:5, there are very few absorbers with
bk 40 km s�1 and log NH i > 14, and none of them have b >
50 km s�1. This contrasts remarkably with what is observed at
higher redshifts: many absorbers at z > 0:5 have b > 40 km s�1

and log NH i � 14:0. This effect must be due to strong, saturated
Ly� lines for which the errors for b and logNH i are far too op-
timistic. At z < 0:5, saturation can be dealt with because higher
Lyman series lines are systematically used in the profile fitting,
reducing the possibility of nonuniqueness in the profile-fitting
solution and of finding unrealistic large b-values for strong lines.
At z > 0:5, Ly� is generally the only transition available, although
we note Kim et al. (2002a) analyzed the Ly� forest at z < 2:5
with a small sample, and their results suggested that line blend-
ing and saturation are not an important issue. Yet, Figure 8 shows
a system with b ¼ 97:0� 3:8 km s�1 and logNH i ¼ 16:44 �
0:14. This absorber is observed in the spectrum of J2233�606 at
z ¼ 1:869, and the parameters that are presented here were esti-
mated byKimet al. (2002a). The spectrumof J2233�606 is shown
in Cristiani & D’Odorico (2000), and at the wavelength corre-
sponding to this absorber, there is a strong, saturated line that
Kim et al. (2002a) model with a single component. D’Odorico &
Petitjean (2001) actually found that this absorber has�11Y16 com-
ponents using higher Lyman series lines and metal lines. While
this example is extreme, most of the absorbers with logNH i > 14
and b > 40 km s�1 are likely to be strong saturated Ly� lines at
z > 0:5. Figure 1 in Kirkman & Tytler (1997), which shows the
whole HS 1946+7658 spectrum with the values of logNH i and
b, corroborates this conclusion. The strong, saturated Ly� lines
are unlikely to probe a single broad line, but are likely composed
of several unresolved components. Therefore, for our compari-
son,we consider absorberswith 13:2 � log NH i � 14:0. This sam-
ple is summarized in the right-hand side of Figure 8.
As we have just illustrated, the Voigt profile-fitting method

adopted for deriving z, b, and NH i may not be unique, especially
for highly blended regions, strong lines, and low-S/N spectra.
We believe that some of this effect is reduced by considering
absorbers with 13:2 � log NH i � 14:0, b < 100 km s�1, and
�b /b; �N /N � 0:4. At low z, line blending and strong lines are
not a major issue, because often higher Lyman series lines can be
used. Futhermore, several persons analyzed these data indepen-
dently, and other methods (curve-of-growth and/or optical depth
method) were also used for the low-z sample, yielding consistent
results (see the references given in Table 1), although the Appen-
dix highlights some differences between various groups. Even in
this latter case, there is roughly a 1 � consistency between the var-
ious results for absorbers with 13:2 � log NH i � 14:0. At z �
2:7, Kirkman & Tytler (1997) show that profile fitting may not
provide a unique solution even in very high S/N data. Yet, their
comparison with simulated spectra show that the intrinsic distri-
bution of b is very similar to the observed b-distribution. There-
fore, in a statistical sense, the observed b-distribution at high z
can be used for our comparison. We also note that three different
research groups have worked on the absorbers at zk 1:5 pre-
sented here, with the spectra obtained from different telescopes
with different S/N, and we did not find any major differences
between their results, at least within the conditions listed above.
Continuum placement may also be a problem for finding or

defining a BLA. At low z, BLAs may be confused with contin-
uum undulations. With our constraints, most of these ill-defined
BLAs are rejected (see also Richter et al. 2006b).We believe that
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this conclusion should apply to the mid-z sample, but since
Janknecht et al. (2006) did not present any of the spectra they
analyze, we treat this sample with more caution (see also below).
At z > 1:5, the continuum is more difficult because each order
must be fitted with a high-order Legendre polynomial, and dur-
ing the Voigt profile-fitting process, the continuum level is often
adjusted to give an optimum fit between the data and the calcu-
lated Voigt model. Furthermore, as z increases, the continuum
placement becomes more difficult because the line density in-
creases, and therefore the line blending and blanketing effects
increase. High-order polynomials and adjusted continua can there-
foremask broad and shallowBLAs. However, such effects may be
counterbalanced by a possible spurious increase of BLAs caused
by the same line blending and blanketing effects (see above). The
high S/N of the data at high redshifts and considering only the ab-
sorbers with 13:2 � log NH i � 14:0 and b � 100 km s�1 greatly
reduce the risk of losing many BLAs because of the line blend-
ing and blanketing at high z. The problem of not finding BLAs is
potentially more important in the highest z spectra, but we do not
notice significant differences between z � 2 and z > 3. We also
note above that simulated spectra show that line blanketingwas not
important at log NH ik13:2. Therefore, for the samples consid-
ered here using the limits log NH i � 13:2 and b � 100 km s�1,
they must almost be complete. Ultimately, one would like to pro-

duce simulated spectra of various values of zwith realistic inputs
to fully consider the impacts of S/N, continuum placement, and
line blending and blanketing on finding BLAs and deriving their
intrinsic properties.

The redshift range z ¼ 0:5Y1.5 is more problematic than the
other redshift ranges because most of the data have low S/N, all
have lower resolution than the higher or lower redshift spectra,
and no spectra or fits were presented by Janknecht et al. (2006),
making it more difficult to assess some of the issues discussed
above. Ly� lines are only available for about half the wavelength
coverage of this redshift range, and lower spectral resolution and
S/N of these data further worsen the problems of saturation and
nonuniqueness in the profile-fitting results. Setting the conditions
0 < b � 100 km s�1, 13:2 � log NH i � 14:0, and �b /b; �N /N �
0:4 make this sample stronger, but we nonetheless treat the results
from this sample with caution. We consider two subsamples for
the estimate of the redshift density based on the Janknecht et al.
(2006) sample (see x 4.4): one with all their data and one with
only their highest S/N data (i.e., PG 1634+706, HE 0515�4144,
HE 0141�3932, HE 2225�2258). Among the high-S/N data
in the mid-z sample are E230M spectra of PG 1634+706 and
HE 0515�4144.

For the reasons aforementioned, with the conditions 0 < b �
100 km s�1, 13:2 � logNH i � 14:0, and �b /b; �N /N � 0:4, we

Fig. 8.—Left panels: Line width vs. H i column density for the Ly� absorbers for 13:2 � logNH i
� 16:5 and 0 < b � 100 km s�1 in different redshift intervals,

indicated in the upper right corner. Only data with less than 40% errors in b andNH i are considered. The symbols have the following meaning: circles were estimated from
the low-redshift sample (see Table 1 for the references), stars are from the sample of Janknecht et al. (2006), triangles are from the sample of Kim et al. (2002a), and squares
are from the sample of Kirkman & Tytler (1997). Right panel: Same as the left-hand side, but only for absorbers with 13:2 � logNH i � 14:0.
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greatly reduce some pitfalls in comparing data analyzed by var-
ious groups, with different S/N, obtained with various instruments,
with different line blending issues. A BLA is therefore defined here
as an absorber that is fitted with a single Gaussian for which the
�2 does not drop significantly by adding more components (this
condition was adopted by the various groups who analyzed the
data used here) and that has 40 � b � 100 km s�1, 13:2 �
log NH i � 14:0, and �b /b; �N /N � 0:4. We believe that we are
statistically comparing the intrinsic properties of the broaden-
ing of H i absorbers, although we note that simulated spectra
probing various values of zwith realistic inputs may be the only
way to fully understand some of the effects discussed above
and how these effects balance each other at various z.

4.3. Comparison of the Distributions of b at Low and Higher z

Table 6 summarizes the b-value median, mean, dispersion,
and fraction of BLAs (i.e., systems with 40 < b � 100 km s�1).
In this table, we consider two subsamples with 0 < b �
100 km s�1: (1) the entire sample and (2) the higher quality sam-
ple with 13:2 � log NH i � 14:0 and errors in b and NH i less than
40%. We note that the number of systems in each sample is
roughly similar, except for the Kim et al. (2002a) sample, which
is noticeably larger, and the 0:5 < z < 1:0 sample, which is some-
what smaller. In sample (1) there appears to be an increase in the
median, mean, and the fraction of BLAs as z decreases. The same
trend is observed in sample (2), but the differences are better re-
vealed, where the median and mean are always larger by 15%Y
30% in the low-redshift sample (z < 0:5) than in the high-redshift
sample (z > 1:5). For sample (2), the fraction of BLAs at z P 0:4
is 1.9Y2.4 times larger than the fraction of BLAs at zk 1:5.
Therefore, b is larger on average at z P1:0 than at zk1:5, and
the fraction of BLAs is larger at z < 1:5 than at z > 1:5.

In Figures 9Y12 we compare the distributions of b(H i). In all
comparisons we restrict the observations to the higher quality
measurements with less than 40% errors in b and NH i.

In Figure 9, we compare the normalized number distribution
of b(H i) for the low-redshift sample with the normalized number
distribution of b(H i) for the Janknecht et al. (2006) sample,
which is subdivided into three z subsamples. The distributions
peak at about b � 20Y30 km s�1. Each distribution shows a tail
at higher b. The tail in the 1:5 < z < 2:0 distribution is always
weaker than in the lower z-interval distributions, especially for
40 < b < 55 km s�1. The tail in the 0:5 < z < 1:0 distribution
is generally stronger than any other z-interval distribution pre-

sented in this figure, which is possibly due to a combination of
blending effects, low-S/N spectra, and lower resolution spectra
in the redshift range 0:5 < z < 1:0.We note that data probing the
redshift ranges 0:5 < z < 1:0 and 1:0 < z < 1:5 were obtained
with the STIS E230M grating, but the sensitivity of E230M is
lower for Ly� in the redshift range 0:5P z P 0:9 than 0:9P z P
1:4. A Kolmogorov-Smirnov test does not reveal a significant
difference between the samples z < 0:5 and 0:5 < z < 1:5 (the
maximum deviation between the two cumulative distributions
is D ¼ 0:118 with a level of significance P ¼ 0:104), but sug-
gests a difference between the samples with z < 0:5 and 1:5 <
z < 2:0. Therefore, BLAs appear more frequent at z < 1:5 than
at z > 1:5.
In Figure 10, we compare the normalized number distribution

of b(H i) for the low-redshift sample with the normalized number

TABLE 6

Evolution of b

Parameter

z < 0:5

(This paper)

0:5 < z < 1:0

(J06)

1:0 < z < 1:5

(J06)

1:5 < z < 2:0

(J06)

1:5 < z < 3:6

(K02)

2:4 < z < 3:1

(KT97)

0 < b � 100 km s�1

b median (mtot)........... 30.5 (336) 27.9 (263) 28.3 (588) 28.0 (450) 24.8 (2305) 27.1 (452)

b mean �� ................. 34:0� 16:9 32:9� 17:8 31:8� 17:0 31:4� 14:5 27:2� 13:5 31:2� 16:2

m(b > 40)/mtot ........... 0.277 0.274 0.240 0.204 0.131 0.210

0 < b � 100 km s�1 and 0 < (�b /b; �N /N ) � 0:4 and 13:2 � logNH i � 14:0

b median (mtot)........... 32.7 (162) 31.5 (82) 30.8 (209) 28.2 (154) 25.5 (509) 27.1 (123)

b mean �� ................. 37:4� 16:1 36:0� 18:3 35:5� 17:3 31:7� 12:9 29:2� 11:9 32:5� 16:0

m(b > 40)/mtot ........... 0.321 0.317 0.272 0.169 0.132 0.179

Notes.—Median and mean values of b are listed for the different redshift intervals for the entire samples with 0 < b � 100 km s�1 and the higher
quality samples restricted to absorbers with 13:2 � logNH i � 14:0;mtot is the total number of absorbers in the sample; andm(b > 40) is the total number
of absorbers with 40 < b � 100 km s�1 in the sample. The values of � listed are the standard deviation around the mean. Source of profile-fitting
measurements: J06=Janknecht et al. (2006); K02=Kim et al. (2002a); KT97=Kirkman & Tytler (1997).

Fig. 9.—Comparison of the normalized distributions of b H ið Þ for the low-z
sample (black histogram) and for the higher z sample (colored histograms) of
Janknecht et al. (2006) for the weak absorbers 13:2 � logNH i � 14:0. The sam-
ple in the redshift range z ’ 0:5Y1.5 has a spectral resolution of about 10 km s�1,
while the other samples have about 7Y8 km s�1. Only data with less than 40%
errors in b and NH i are considered.
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distribution of b(H i) for the high-redshift sample (1:5 � z �
3:6) from Kim et al. (2002a). The left panel shows the entire
sample at 1:5 � z � 3:6, while the right panel shows the distri-
bution of b in various redshift intervals for the high-z sample.
The peak of the high-redshift normalized distribution in Fig-
ure 10 is not only shifted by ��5 km s�1 with respect to the
peak of the low-redshift distribution, but also the width of the
distribution is smaller for the high-redshift sample. Moreover,
the low-redshift sample shows a tail of high-b(H i) absorbers
that is much weaker in the high-redshift sample, showing that
BLAs are more frequent at z < 0:5 than at z > 1:5. The right-
hand side of Figure 10 verifies this conclusion for the various red-
shift intervals, i.e., BLAs appear more frequent at z < 0:5 than
for any redshift intervals at z > 1:5. There is, however, no major
difference between the various redshift intervals at z > 1:5. We
also note that the b distribution at z > 1:5 shows little effect of
line blending as z increases since there is scant evidence of a
larger of fraction of BLAs at zk 3 than at 1:5P z P2.

We compare in Figure 11 our low-z sample to the high-z ab-
sorbers observed toward the QSO HS 1946+7658 (Kirkman &
Tytler 1997). The median and mean are somewhat intermedi-
ate between our sample and the Kim et al. (2002a) sample (see
Table 6). We slightly adjusted the redshift of the low-z sample so
that the low- and high-z samples have exactly the same number
of systems (m ¼ 130); hence, the two distributions can be di-
rectly compared. The peak of the high-z distribution in Figure 10
is again shifted by ��5 km s�1 with respect to the peak of the
low-z distribution. A higher number of systems with 40 < b �
70 km s�1 is found in the low-redshift sample. At b > 70 km s�1

the high-redshift sample appears to have a larger number of
systems. However, we note that the data of Kirkman & Tytler
(1997) have S/N up to 200, and, as we discussed in x 2, our
sample is not complete for b > 80 km s�1. A Kolmogorov-
Smirnov test yields a maximum deviation between the two cu-
mulative distributions of the low- and high-redshift samples
D ¼ 0:210 with a level of significance P ¼ 0:006; the null hy-

pothesis of no difference between the two data sets is therefore
rejected.

So far, we have ignored the effects of evolution of column den-
sity in the absorbers in our comparison. According to the numer-
ical simulation of Davé et al. (1999) the dynamical state of an
absorber depends mainly on its overdensity, so that a column den-
sity range traces absorbers of progressively higher overdensity as

Fig. 10.—Left: Comparison of the normalized distributions of b(H i) for the low-z sample of data points (black histogram) and for the high-redshift sample (red
histogram) from Kim et al. (2002a) for the weak absorbers 13:2 � logNH i � 14:0. Right: Same as the left panel, but the sample of Kim et al. (2002a) is separated in
various redshift intervals. Each sample has a similar spectral resolution of about 7Y8 km s�1. Only data with less than 40% errors in b and NH i

are considered for the
different samples.

Fig. 11.—Comparison of the distributions of b(H i) for the low-z STIS E140M
sample (black histogram) and for the high-z Keck sample (red histogram) of
Kirkman&Tytler (1997) for theweak absorbers 13:2 � logNH i � 14:0. The num-
ber of absorbers in each sample is the same:m ¼ 130. Only data with less than 40%
errors in b and NH i are considered for both samples.
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the universe expands. Therefore, according to equation (2), a low-
redshift H i absorber is physically analogous not to a high-redshift
H i absorberwith the same column density, but to an absorberwith
column density 100:4(zhigh�zlow)=0:7 times higher (Davé et al. 1999).
With the average redshifts of 2.6 and 0.2 of the high-redshift
sample of Kim et al. (2002a) and our sample, this corresponds to
a column density roughly 25 times higher, i.e., a sample with
12:5 � log NH i � 14:1 at low z is physically analogous to the
high-z sample with 13:9 � log NH i � 15:5. At such high col-
umn density, BLAs are likely to trace, in large part, narrower,
strong absorbers that are blended together (see x 4.2). We none-
theless make this comparison in Figure 12, where both samples
have the same number of systems. The high-redshift sample has
again a larger fraction of systems in the range b ¼ ½20; 40� km s�1

than the low-redshift sample. The fraction of BLAs at low redshift
is again larger than the fraction of BLAs at high redshift with
b > 50 km s�1. This is remarkable since the low-redshift sample
is far from complete for log NH iP 13:2 and the high-redshift sam-
ple likely overestimates the number of true BLAs (i.e., BLAs that
are not blends of NLAs).We again apply a Kolmogorov-Smirnov
test on the two cumulative distributions of the low- and high-
redshift samples and find D ¼ 0:130 with a level of significance
P ¼ 0:029; again the null hypothesis of no difference between the
two data sets is rejected.

4.4. Evolution of dN /dz as a Function of b

In Figure 13, we show dN /dz (0 < b � 100 km s�1),
dN (NLA)/dz (b � 40 km s�1), dN (BLA)/dz (40 < b �
100 km s�1), and dN BLAð Þ/dz½ �/ dN NLAð Þ/dz½ � as a function
of the redshift. Only systems with 13:2 � logNH i � 14:0 and
�b /b; �N /N � 0:4 are considered in this figure. We estimated
dN /dz for each sight line over the redshift interval available

along a given sight line. The redshift at which dN /dz is plotted in
Figure 13 corresponds to the mean redshift interval in a given
sight line. The vertical bars are Poissonian errors, while the hori-
zontal bars represent the standard deviation around the mean of
the observed redshifts of the Ly� absorbers. For the sample of
Janknecht et al. (2006), several lines of sight have a redshift path
larger than 0.6, and we divided those into two redshift intervals.
The left diagram in Figure 13 includes all the sight lines available
in the various samples, while the right diagram includes all the
sight lines available in the low-z sample and high-z samples of
Kim et al. (2002a) and Kirkman & Tytler (1997), but only the
highest quality data in the Janknecht et al. (2006) sample (see
x 4.2).
The top two panels of Figure 13 show the usual number den-

sity evolution with little or no evolution between redshifts 0 and
�1.0Y1.6 and an evolution of dN /dz with z at higher redshift
(see for example Kim et al. 2002a). At high redshift, dN /dz de-
creases with decreasing z [dN /dz / (1þ z)� , � > 0] according
to the expansion of the universe, which forces any initial baryon
overdensity to thin out (e.g., Davé et al. 1999, and references
therein). The expansion also results in a decrease of recombina-
tions of the free electrons with the protons and thus in an ad-
ditional decline in dN /dz. The break in dN /dz near z � 1:6
[log (1þ z) � 0:4] is believed to be primarily caused by the drop
in the UV background because of the declining quasar popula-
tion (Theuns et al. 1998; Davé et al. 1999). In the top panels, the
solid line shows dN /dz ¼ (dN /dz)0(1þ z)� , where � ¼ 1:42
was adopted from Kim et al. (2002a), who find this value for
the weak absorbers with 13:1 � log NH i � 14:0. The value of
(dN /dz)0 was adjusted to match the data. For the entire sample
(0 < b � 100 km s�1) or the sample restricted to b < 40 km s�1,
this line represents well the evolution of dN /dz at z > 1, but we
note that when the best quality data are considered (right panels),
the break in the evolution appears to occur at z � 1:6.
The second row from the bottom in Figure 13 shows that

dN (BLA)/dz is generally similar or higher at low and mid red-
shift than between redshifts 1.6 and 2. At zk 2, dN (BLA)/dz
increases and is larger at z > 2:5 than dN (BLA)/dz at z < 1:5.
The Hubble expansion must be the primary driver in the evo-
lution of these structures at high redshift, and despite the ex-
pansion, the BLA number density is comparable to dN (BLA)/
dz at high z, which contrasts remarkably with the evolution
of dN (NLA)/dz from low to high z. This difference is even
more striking when we consider the ratioR � dN BLAð Þ/dz½ �/
dN NLAð Þ/dz½ � (bottom panels), which is higher in the low-
redshift sample than in the high-redshift sample. On the left-hand
side of the diagram, at mid redshift there is a very large scatter in
the redshift range 0:9P z P 1:2. This scatter clears up when only
the best quality data of the mid-z sample are considered (see
right-hand side of the diagram). The distribution of R between
redshifts�1.6Y3.5 is actually nearly flat, showing that the slope
controlling the evolution of dN (NLA)/dz and dN (BLA)/dz at
zk1:6 must be about the same, further strengthening that NLAs
and BLAs must follow a similar evolution dictated by the expan-
sion of the universe. We note that R(z > 2:5) is slightly larger
than R(z � 2), possibly indicating some spurious increase of
BLAs, possibly due to line blending and blanketing effects that
aremore serious at z > 2:5 than at z � 2. However, in view of the
large scatter in the various samples, this result does not appear
statistically significant. The gray crosses in the bottompanels show
the average R over the redshift range depicted by the horizon-
tal gray bar (the vertical gray bar assumes Poissonian errors). At
z P 1:6,R is larger than at z > 1:6, as both the individualR and
averageR show;R is a factor 3.2 higher at z P 0:4 than at zk 1:6.

Fig. 12.—Comparison of the distribution of b(H i) for the low-z STIS E140M
sample of data points (black histogram) and for the high-redshift sample (red
histogram). The samples cover different ranges in logNH i. Higher column den-
sity systems at high redshift are expected to be physically analogous to the low-
density systems at low redshift in an expanding universe. But note that in the
high-redshift sample, BLAs are often likely to be blends of narrower lines (see
x 4.2). The high-redshift data are from Kim et al. (2002a). The number of ab-
sorbers in each sample is the same:m ¼ 230. Only data with less than 40% errors
in b and NH i are considered in both samples.
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When only the best data of Janknecht et al. (2006) are consid-
ered, R at mid-redshift (0:6P z P 1:5) appears similar to the
value observed at low redshift.

If we had considered systems with b � 80 km s�1, the same
conclusions would be drawn. If we had considered a cutoff for
the NLAs of b ¼ 50 or 60 km s�1 instead of 40 km s�1, similar
conclusions would also be drawn. If absorbers with 13:2 �
log NH i � 16:5 are considered, we find that R(z < 0:5) �
3R(z > 1:6), despite the fact many BLAs at high zmay actually
be blends of narrower lines (see x 4.2).

4.5. Implications

We find that (1) the distribution of b for the BLAs has a dis-
tinctly more prominent high-velocity tail at low and middle z
than at high z; (2) the median and mean b-values at low and mid
z are systematically higher than at high z; and (3) the ratio
dN BLAð Þ/dz½ �/ dN NLAð Þ/dz½ � at low and middle z is a factor
�3 higher than at high z. These conclusions hold for a division
b ¼ 40, 50, or 60 km s�1 between NLAs and BLAs. For the rea-
sons discussed in x 4.2, we believe that these are intrinsic prop-
erties of the evolution of the physical state of the gas that are not
caused by comparing data with different S/N and line blending

and blanketing effects. However, simulated spectra probing var-
ious redshifts, with realistic inputs would certainly help to unravel
how exactly some of these issues (e.g., continuum placement, line
blending effect, different S/N ratios) balance each other. Our re-
sults strongly suggest that if the broadening is mostly thermal, a
larger fraction of the low-z universe is hotter than the high-z uni-
verse, and if the broadening is mostly nonthermal, the low-z uni-
verse is more kinematically disturbed than the high-z universe. It
is likely that both possibilities are true.

5. THE DIFFERENTIAL COLUMN DENSITY
DISTRIBUTION FUNCTION

The differential column density distribution f (NH i) is defined
such that f (NH i;X ) dXdNH i is the number of absorption systems
with column density between NH i and NH i þ dNH i and redshift
path between X and X þ dX (e.g., Tytler 1987),

f (NH i) dNH idX ¼ m

�NH i��X
dNH idX ; ð5Þ

where m is the observed number of absorption systems in a col-
umn density range �NH i centered on NH i obtained from our

Fig. 13.—Ly� redshift density of the entire sample (0 < b � 100 km s�1), the NLAs (b < 40 km s�1), the BLAs (40 � b � 100 km s�1), and the ratio of the
Ly� redshift density fraction of the BLAs to the NLAs (bottom panel ). We only consider absorbers with 13:2 � logNH i � 14:0 and with errors less than 40% in b and
NH i

. In the top two panels, the solid line shows dN /dz / (1þ z)1:42, adopted from Kim et al. (2002a). The solid gray crosses in the bottom panels are the mean of
dN (BLA)/dz½ �/ dN (NLA)/dz½ �, where the horizontal bars indicate the redshift range over which the mean is estimated. The vertical bars are Poissonian errors. The
symbols have the following meaning: circles are estimated from the low-redshift sample (see Table 1 for the references), stars are estimated from the sample of Janknecht
et al. (2006), triangles are estimated from the sample of Kim et al. (2002a), and square are estimated from the sample of Kirkman & Tytler (1997). The left panel considers
all the datawith the conditions listed above from these various samples, while in the right panelwe remove the lowest qualitymeasurements of Janknecht et al. (2006; see x 4.2).
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sample of seven QSOs with a total absorption distance cover-
age ��X ¼ 2:404 (see x 2). Empirically, it has been shown
that at low and high redshift, f (NH i) is well fitted by a single
power law (e.g., Tytler 1987; Petitjean et al. 1993; Hu et al.
1995; Lu et al. 1996; Kim et al. 2002a; Penton et al. 2000, 2004;
Davé & Tripp 2001):

f (NH i) dNH idX ¼ CH iN
��
H i

dNH idX : ð6Þ

In Table 7, we show the results from the maximum likelihood es-
timate of the parameters for the slope � and the normalization
constant where

CH i � mtot 1� �ð Þ= N1��
max 1� Nmin=Nmaxð Þ1� �½ �

� �
;

wheremtot is the total number of absorbers in the column density
range ½Nmin;Nmax�. We separate our sample into absorbers with
b � 40 km s�1 and b � 150 km s�1. For both b-samples we also
choose three different column density ranges: (a) ½13:2; 16:5� dex,
(b) ½13:2; 14:4� dex, and (c) ½14:4; 16:5� dex. The lower limit
of samples (a) and (b) corresponds to our threshold of com-
pleteness. The largest observed column density in our sample is
�1016.5 cm�2. Hence, sample (a) corresponds to the whole sam-
ple with W k90 m8, while sample (b) only covers the weak
Ly� systems, and (c) covers the strong Ly� systems. The cut at
14.4 was chosen because the sample analyzed by Penton et al.
(2004) suggested a change of slope near this value (see below).
Note that for each sample, we only consider absorbers with
�b /b � 0:4 and �N /N � 0:4.

In Figure 14, we show the column density differential distri-
bution of the identified absorbers for the combined sample with
b � 40 km s�1 and the maximum likelihood fits to the data. The
fit to the sample with b � 150 km s�1 implies a general increase
of � (see Table 7) for the various column density intervals. For
sample (a), if we vary log Nmin from 13.2 to 13.4, the results
from the maximum likelihood fit essentially do not change. If
log Nmin < 13:1, � decreases rapidly since our sample is not
complete anymore. IfNmax is reduced,�will increase, as sample (b)
shows. For sample (b) with either b � 40 or b < 150 km s�1,
if log Nmin increases by up to 0.4 and /or log Nmax varies by
�1:0

0:5 dex, the results do not statistically change. However, for
sample (c), the results are more uncertain. While � appears to
flatten at larger column densities, there are too few absorbers

with large H i column density to have a full understanding of the
possible change in the slope. In particular, it is not clear from our
sample where the break in the slope occurs, since for log Nmin �
14:4� 0:5 dex, � is �1.5. At the 2 � level, � from sample (c) is
essentially the same as for samples (a) and (b).
With GHRS and STIS grating moderate spectral resolution

observations, Penton et al. (2004) found at z P 0:1, � ¼ 1:65�
0:07 for 12:3� log NH i � 14:5 and � ¼ 1:30�0:30 at logNH i >
14:5 with few data points. In their work, NH i was obtained from
the equivalent width, assuming b ¼ 25 km s�1. Their results are
consistent with the Key Project data presented byWeymann et al.
(1998) and our results. Davé & Tripp (2001) derived � ¼ 2:04�
0:23 for 13P logNH iP 14. They used STIS E140M spectra of
two QSOs and were able to derive b and N independently using
an automated Voigt profile-fitting software but not allowing for
BLAs. Within 1 �, our results are the same.
At zk 1:5, several studies using high-resolution spectra ob-

tained with the Keck and the VLT have shown that � � 1:5 for
H i column density ranging from a few times 1012 cm�2 up to a
few times 1020 cm�2 (e.g., Tytler 1987; Hu et al. 1995; Lu et al.
1996), although there may be some deviation from a single power
law at log NH i > 14 (Petitjean et al. 1993; Kim et al. 1997,
2002a). There is also some suggestion that for a given H i in-
terval, � increases as z decreases, but this is statistically uncertain
at z > 2 (Kim et al. 2002a). If we compare our results to Kim
et al. (2002a), we find an increase of � as z decreases in the col-
umn density interval 13.2Y14.4 dex or 13.2Y16.5 dex, but not in
the column density interval 14.4Y16.5 dex, although in this range
the number of data points is too small to draw any firm conclusion.
Finally, the analysis of Janknecht et al. (2006) at 0:5 < z < 2:0
shows that � is intermediate between � at z < 0:5 and � at z > 2.
Therefore, it appears that the column density distribution steepens
with decreasing z in the column density range 13.2Y16.5 dex. A
redshift dependence was found in the numerical results presented
by Theuns et al. (1998), but the observed rate of evolution of �
appears to be smaller than their models suggest.

TABLE 7

The Power-Law Fit to the Distribution

Function f (NH i) ¼ CH iN
��
H i

½ logNmin; logNmax] � log CH i

b � 40 km s�1

½13:2; 16:5� ................. 1.76 � 0.06 12.1

½13:2; 14:4� ................. 1.83 � 0.06 13.0

½14:4; 16:5� ................. 1.52 � 0.10 8.4

b � 150 km s�1

½13:2; 16:5� ................. 1.84 � 0.06 13.3

½13:2; 14:4� ................. 1.92 � 0.05 14.4

½14:4; 16:5� ................. 1.61 � 0.11 9.9

Notes.—Only data with �b /b; �N /N � 0:4 are included
in the various samples (for more details, see x 5).

Fig. 14.—Differential density distribution [ f (NH i)] without an incompleteness
correction plotted against logNH i. Only H i absorbers with b(H i) � 40 km s�1

and errors less than 40% in b andNH i are considered. The data are binned only for
purpose of presentation. The solid line is a maximum likelihood fit to the data
[ f (NH i) ¼ CH iN

��
H i

] with the slope � ¼ 1:76 for H i column density systems be-
tween 13.2 and 16.5 dex. The dotted and dashed lines are maximum likelihood fit
to the data for 13:2 � logNH i � 14:4 and 14:4 � logNH i � 16:5, respectively
(see Table 7 and x 5 for more details).
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6. THE BARYON DENSITY OF THE IGM

6.1. Narrow Ly� Absorption Lines

To estimate the baryon content of the photoionized Ly� forest
at low z, we follow the method presented by Schaye (2001). The
mean gas density relative to the critical density can be obtained
from the H i density distribution function,

�(NLA) ¼ �HmHH0

�cc

Z
NH i

nH

nH i

f (NH i) dNH i; ð7Þ

where mH ¼ 1:673 ; 10�24 g is the atomic mass of hydrogen,
�H ¼ 1:3 corrects for the presence of helium, H0 ¼ 100 km s�1

Mpc�1, �c ¼ 3H 2
0 /(8	G ) ¼ 1:06 ; 10�29 g cm�3 is the current

critical density, nH and nH i are the density of the total hydrogen
and neutral hydrogen, respectively, NH i is the neutral hydrogen
column density, and f (NH i) is the differential density distribution
function discussed in x 5. Assuming that the gas is isothermal
and photoionized, the previous equation can be simplified to

�(NLA) � 2:2 ; 10�9h�1�
1=3
12 T 0:59

4

fg

0:16

� �1=3

;

Z Nmax

Nmin

N
1=3
H i

f NH ið Þ dNH i; ð8Þ

where h � H0 /(100 km s�1 Mpc�1), �12 is the H i photoioniza-
tion rate in units of 10�12 s�1, T4 is the IGM temperature in units
of 104 K, and fg is the fraction of mass in gas in which stars and
molecules do not contribute. Schaye (2001) states that in cold,
collapsed clumps, fg � 1, but on the scales of interest here fg is
close to the ratio of the total baryon density to the matter density,
which according to Spergel et al. (2003) is 0.16. We therefore set
fg ¼ 0:16. We use �12 ¼ 0:05 from Haardt & Madau (1996) for
our average redshift z̄ ¼ 0:19. This value of �12 is consistent
with the value derived by Davé & Tripp (2001) at z̄ ¼ 0:17. The
typical temperature of the IGM is not well defined in the current
simulations of the low-redshift universe. Schaye (2001) noted a
good agreement between his estimate of T4 and the Davé et al.
(1999) estimate, and we therefore use equation (3) for estimating
T4. But as these authors noted, there is a very large scatter in the
T-�/�̄ relation at z � 0 producing uncertainty in the baryon de-
termination from equation (8) because of temperature variations.
Note that for our calculation, we set z ¼ z̄. Because �(NLA) /
N

4=3��
H i

with � > 4/3, the low column density systems dominate
�(NLA); therefore, Nmin sets the temperature in equation (8).
Furthermore, since Nmin dominates the solution of equation (8),
using this equation is dependent on the data quality of the current
sample. We therefore emphasize that we only derive the contri-
butions of the denser parts of the photoionized Ly� forest.

To estimate the baryon content of the photoionized regions,
we only use H i absorbers with b � 40 km s�1. Broader systems
are here assumed to be principally collisionally ionized. For the
interval of H i column density 1013:2Y1016:5 cm�2, using the best
fit parameters of f (NH i) listed in Table 7 for this range of col-
umn densities and with (�12; T4; fg; h) ¼ (0:05; 1:2; 0:16; 0:7),
we find�(NLA)=�b ’ 0:19 for absorbers with logNH i � 13:2,
where �b ¼ 0:044 is the ratio of the total baryon density to the
critical density (Spergel et al. 2003; Burles et al. 2001; O’Meara
et al. 2001). If we assume that the power law described in x 5
fits the data extending to the lower observed column density
(12.42 dex), we find �(NLA)/�b ¼ 0:29 for the column den-
sity range ½12:4;16:5�with (�12; T4; fg; h) ¼ (0:05; 0:6; 0:16; 0:7).
Such an assumption is not unrealistic, since, in high-redshift spec-
tra, Lu et al. (1996) andKirkman&Tytler (1997) show using their

simulation results that weak absorbers (down to 12.1Y12.5 dex)
follow the same column density distribution as the stronger ab-
sorbers. Assuming � ¼ 1:76 (see Table 7) and equation (3), the
dependence between �(NLA)/�b and Nmin can be approximated
by �(NLA)/�b ’ 0:2 Nmin / 10

13:2 cm�2ð Þ½ ��0:18.
With the available data, there is no indication of subcompo-

nent structure in the broad Ly� absorption lines. However, broad-
ening mechanisms other than thermal may also be important. If
this is the case, the thermal broadening could decrease signifi-
cantly for the broad Ly� absorption lines, implying that many
of those lines would arise in the photoionized IGM, not the
WHIM. If the complete sample with log NH i ¼ ½13:2; 16:5�
and b � 150 km s�1 is considered, �(b < 150 km s�1)/�bk
0:23 for (�12; T4; fg; h)¼ (0:05; 1:2; 0:16; 0:7). If the sample
with log NH i ¼ ½12:4; 16:5� and b � 150 km s�1 is considered,
�(b < 150 km s�1)/�b ¼ 0:40 for (�12; T4; fg; h) ¼ (0:05; 0:6;
0:16; 0:7). Therefore, if the BLAs are tracing photoionized gas,
the estimate of � would increase by a factor of�1.3. These BLAs
would not then contribute to the baryon budget in the BLAs de-
termined in x 6.2.

Estimating a reliable error on�(NLA) remains a difficult task
with our current knowledge. The estimate of �(NLA) is model-
dependent, since the representative temperature of the IGM is
not well known. More numerical simulations of the low-redshift
IGM spanning a wider range of parameters and using the results
from the current sample may tighten � and T. If T changes by
20%,�(NLA)/�b can change by about 10%Y15%; if � changes
by 20%, �(NLA)/�b can change by about 10%. The � estimate
is also very sensitive to the slope �; a change of � by�0.005 can
introduce a change in�(NLA)/�b by about	4%. Furthermore,
the low column density absorbers dominate the baryon fraction
and the low column density cutoff, Nmin, is unknown. Therefore,
while the exact baryon content is uncertain in the photoionized
IGM, it is clear that the photoionized Ly� forest is a large reser-
voir of baryons. The baryon fraction in the diffuse photoionized
phase traced by (narrow) Ly� absorbers predicted by cosmo-
logical models in the low-redshift universe varies by a factor of 2
(�20%Y40%) among the various simulations (Davé et al. 2001),
in general agreement with our results. We note that Penton et al.
(2004) derived �(Ly�)/�b ¼ 0:29� 0:04 for the photoionized
phase in the column density range ½12:5; 17:5� dex.7 In view of
our discussion on the various uncertainties, we believe that their
error estimate appears optimistic.

6.2. Broad Ly� Absorption Lines

Baryons also reside in the WHIM, a shock-heated intergalactic
gas with temperatures in the range 105Y107 K. Cosmological hy-
drodynamical simulations predict that the WHIM may contain
30%Y50% of the baryons at low redshift (Cen &Ostriker 1999;
Davé et al. 1999). BLAs may trace the 105Y106 KWHIM if the
broadening is purely thermal, following T ½K� ¼ (b ½km s�1�/
0:129)2. The cosmological mass density of the broad Ly� absorb-
ers in terms of today critical density can be written as (Richter
et al. 2004; Sembach et al. 2004)

�(BLA)¼ �HmHH0

�cc

�fH(Ti)NH i(i)

��X

� 1:667 ; 10�23 �fH(Ti)NH i(i)

��X
; ð9Þ

7 It is unclear which parameters Penton et al. (2004) used with the Schaye
(2001) method [if we set the parameters to those given by Penton et al., i.e.,
(�12;T4; fg; h) ¼ (0:03; 0:5; 0:16; 0:7), we found that the values in their Table 4
(Schaye column) are a factor �3 too high].

Ly� FOREST AT zP 0.4 699No. 2, 2007



where fH(T ) is the conversion factor between H i and total H,
and the other symbols have the same meaning as in equation (7).
For our sample, ��X ¼ 2:404. In equation (9) the sum of
fH(Ti)NH i(i ) over index i is a measure of the total hydrogen
column density in the BLAs. When collisional ionization equi-
librium (CIE) is assumed, the conversion factor between H i

and total H was approximated by Richter et al. (2004) from the
values given in Sutherland & Dopita (1993) for temperatures
105Y106 K:

log fH(T ) � �13:9þ 5:4 log T � 0:33(log T )2: ð10Þ

For low-density absorbers, the CIE hypothesis is, however,
probably a poor approximation, because the photoionization
from the UV background is important (Richter et al. 2006b).
Recently, Richter et al. (2006a) used the output of the numerical
simulation carried out by Fang & Bryan (2001) to investigate the
intervening O vi absorption in the WHIM, to study the BLAs
in the low-redshift IGM. They found that a significant number
of BLAs could be photoionized in particular systems that have
relatively low b-values in the range 40Y65 km s�1. Their sim-
ulation that includes collisional ionization and photoionization
suggests that the hydrogen ionization fraction can be approx-
imated as

log fH(T ) � �0:75þ 1:25 log T : ð11Þ

According to Figure 5 in Richter et al. (2006a), the CIE hypoth-
esis (eq. [10]) provides a firm lower limit to fH(T ). Equations (10)
and (11) converge as b increases, but never intersect.

In Table 5 and x 3.3, we saw that the S/N has little effect on the
estimate for dN (BLA)/dz for the highest S/N spectra, but can
reduce dN (BLA)/dz for the lowest S/N data in our sample. To
reduce the uncertainty from the broadening of the H i absorbers
found in low-S/N spectra, we restricted our sample to absorb-
ers with �b /b; �N /N � 0:3. To estimate �(BLA), we consider
b-value intervals ½40; 150�, ½40; 65�, and ½65; 150� km s�1. In the
½40; 65� km s�1 interval, Richter et al. (2006a) found that about
1/3 of the BLAs traces cool photoionized gas (T < 2 ; 104 K),
i.e., bnt 3bth for these systems. If all the BLAs are assumed to
be thermally broadened, we would overestimate �(BLA). We
therefore randomly pick 2/3 of the BLAs in the ½40; 65� km s�1

b-range to estimate fH. (We note that the baryon content of the
photoionized BLAs with T P 104 K is less than 1%Y2%, accord-
ing to Richter et al. 2006a.) In the ½65; 150� km s�1 b-range, the
number of BLAs tracing cool photoionized systems is small
( less than�5%), and we assume that all the BLAs in this range
of b-values are mostly thermally broadened. With the condi-
tions listed above, there are 12 systems in the ½65; 150� km s�1

interval and 31 in the ½40; 65� km s�1 b-range. In Table 8, we
summarize our estimates of �(BLA)/�b using equations (9),
(10), and (11), where Twas derived assuming bth � 0:9bobs, fol-
lowing the simulation of Richter et al. (2006a). The largest dif-
ference in the estimates of the baryon budget from CIE and
Richter et al.’s model is for low b-values, where photoionization
plays a more important role. We note that if we restricted our
sample to systems with �b /b; �N /N � 0:2, �(BLA)/�b would
decrease by a factor�1.2, but would increase by a factor�1.2Y
2.4 if �b /b; �N /N � 0:4.

As for the estimate of the baryon budget of the NLAs, with our
current knowledge it appears to be a very difficult task to estimate

an error on the baryon budget in BLAs. It is model-dependent.
Richter et al. (2006a) provided estimates of the amount of the
BLAs that probe cool photoionized gas and the amount of ther-
mal broadening in BLAs. These estimates may change with re-
fined cosmological models. If we assume that the broadening for
all the BLAs is purely thermal (bth ¼ bobs), the estimates of
�(BLA)/�b in the ½40; 150� km s�1 b-range would increase by a
factor 1.6, i.e., in the CIE model,�(BLA)/�b ’ 0:13, and in the
collisional ionization plus photoionization model of Richter et al.
(2006a), �(BLA)/�b ’ 0:32. The broadening could be due to
several unresolved components in some cases, or the nonthermal
broadening could be important. This is partly accounted for since
we remove a 1/3 of the BLAs in the ½40; 65� km s�1 b-range.
Since we discarded systems with large errors in b and N, for the
current data set, a single Gaussian fit provides a good represen-
tation of the observed profiles. However, as we discussed in x 3.2,
the formal errors given by the fit may not be sufficient, especially
for the weaker and broader systems. Richter et al. (2006b) and
the other papers mentioned in Table 1 present several examples
of BLAs that are well fitted with a single Gaussian, sometimes
with the presence of several H i Lyman series transitions that fur-
ther constrain the fit parameters (see also the discussion in x 4.2).
To further explore the quality of the profile fitting, the Cosmic
Origin Spectrograph (COS) could really improve the situation by
increasing the number of sight lines and increasing the S/N in the
spectra. Additional theoretical simulations of the low-z IGM with
higher resolution and refined physics combined with the analy-
sis of simulated spectra should improve our understanding of the
BLAs.
In summary, the CIE estimate provides a firm and conser-

vative limit for the baryon budget in collisionally ionized BLAs,
�(BLA)/�bk 0:1 for systems with 40 < bP 150 km s�1,
logNH i � 13:2, and �b /b; �N /N � 0:3. The BLA simulations
show that the ionization fraction in BLAs is governed by colli-
sional ionization and photoionization. Therefore, �(BLA)/�bk
0:2 (with the same constraints that those listed above) should
better reflect the baryon budget of the BLAs in the low-z IGM.
This is likely a lower estimate as well since the existing ob-
servations do not have the S/N to detect the broader systems
(where most of the baryons are believed to exist) and the nu-
merous weaker BLAs (see Fig. 6) and are not complete at
bk 80 km s�1.

TABLE 8

Estimates of the Baryon Density in BLAs

b

(km s�1) �CIE(BLA)=�b
a �CþP(BLA)/�b

b

½40; 65�........................ 0.03 0.11

½65; 150�...................... 0.05 0.09

½40; 150�...................... 0.08 0.20

Notes.—Only data with �b /b; �N /N � 0:3 and logNH i �
13:2 are included in the various samples. In the ½40; 65� km s�1

interval, only 2/3 of the BLAs are considered.We derive the tem-
perature of the absorbers assuming bth ¼ 0:9bobs. The baryon den-
sity in the interval ½40; 150� km s�1 is the sum of �(BLA) in the
two other intervals. �b ¼ 0:044 (Spergel et al. 2003).

a Obtained from eqs. (9) and (10); baryonic density for the
BLAs assuming that they are collisionally ionized and CIE
applies.

b Obtained from eqs. (9) and (11); baryonic density for BLAs
assuming that they are collisionally ionized and photoionized
using the results from the hydrodynamical simulations of Richter
et al. (2006a; see x 6.2 for more details).
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6.3. Baryon Budget of the Low-Redshift Universe

At redshift 2Y4, observations of the Ly� forest show that
about 80%Y90% of the total baryon budget is found in the cool
photoionized phase of IGM (Rauch et al. 1997; Weinberg
et al. 1997; Kim et al. 2001). In the low-redshift universe,
Fukugita et al. (1998) show that 9%Y10% of the total baryons
are found in galaxies (stars, neutral gas, molecular gas) and�6%
of the baryons are associated with the hot plasma in clusters of
galaxies.

Our analysis of the low-redshift Ly� forest shows the pres-
ence of NLAs and BLAs. The NLAs trace the cool photoionized
IGM, while the BLAs are likely to probe the cool photoionized
IGM and the hot highly ionized gas in the WHIM. There are
still many uncertainties that are not controlled in the determi-
nation of the baryon content in the low-redshift Ly� forest. But
at least 20% of the baryons are found in the denser parts of the
photoionized phase (NLAs, b � 40 km s�1, log NH i � 13:2, and
�b /b; �N /N � 0:4) and at least �10% are found in the WHIM
(BLAs, 40< b� 150 km s�1, log NH i � 13:2, and �b /b; �N /N �
0:3), corresponding to at least 30% of the total baryon budget.
We believe that these limits are very conservative, since they
do not take into account the low column density photoionized
absorbers and the broadest BLAs. Furthermore, recent simu-
lations of the BLAs in low-redshift universe show that the
BLAs may trace both photoionized and collisionally ionized
gas. Using the simulations of Richter et al. (2006a), we find that
the BLAs include at least 20% of the baryons. We have also
seen that � in the cool photoionized IGM is dominated by the
low column density H i absorbers (i.e., absorbing gas with over-
density �/�̄P 2). If the weak systems follow the same differential
column density distribution function as the stronger absorbers,
the cool photoionized gas traced by the NLAs with logNH i �
12:4 can contain �30% of the total baryons. Combining these
NLA and BLA budgets, the low-redshift IGM contains at least
�50% of the baryons. This is much larger than the known amount
of baryons in galaxies and clusters of galaxies in the low-redshift
universe. High-S/N data will allow us to search for the weakest
Ly� absorbers (P1012.5 cm�2) and estimate their column density
distribution, search for the very broad absorbers and the weak
BLAs, and provide a better understanding of their physical nature.
It is, however, already apparent from this study that the IGM
traced by the narrow and broad Ly� absorption lines in the low-
redshift universe is a major reservoir of baryons.

7. SUMMARY

We analyze the physical properties of the low-z IGM traced
by H i absorbers from a sample of seven QSOs observed with
the E140M mode of STIS (R � 44;000) and with FUSE (R �
15;000). These seven lines of sight were fully analyzed and have
been or will be presented in recent and future papers (see refer-
ences in Table 1 and the Appendix of this paper). Our sample has
a total unblocked redshift path of 2.064 corresponding to a total
absorption distance of 2.404 and is complete for log NH ik13:2,
provided bP80 km s�1. With high spectral resolution, the col-
umn density (NH i) and the Doppler parameter (b) were indepen-
dently estimated, providing the opportunity to directly study
the distribution and evolution of b. The spectral resolution of the
STIS E140M H i observations in our sample is similar to that
of the high-redshift (zk 1:5) observations obtained with Keck
HIRES and VLT UVES. This similarity allows a relatively sim-
ple study of the evolution of the b-parameter of the neutral hy-
drogen gas in the intergalactic medium. Because the nominal

lower temperature of the WHIM is T � 105 K, we consider two
different populations of H i absorbers throughout this work: nar-
rowLy� absorbers (NLAs), with b � 40 km s�1; and broad Ly�
absorbers (BLAs), with b > 40 km s�1. Our main findings, ap-
plicable at redshifts z P 0:4, are

1. The H i Doppler width distribution has a high-velocity tail
that develops at b � 40Y60 km s�1. The b-NH i distribution re-
veals, for the NLAs, an increase of b with increasing NH i with a
very large scatter. We find that most of the BLAs are found in the
H i column density range ½13:2; 14:0� dex, and the broader sys-
tems are found for 13:1P log NH iP13:5. Recent cosmological
simulations of BLAs show a good agreement with the observa-
tions, but clearly indicate that broader absorbers and many weak
BLAs ( logNH iP 13:1) remain to be discovered.

2. We find dN (BLA)/dz ¼ 30� 4 for absorbers with 40 <
bP150 km s�1, log NH i � 13:2, and �b /b; �N /N � 0:4. The
narrow H i absorbers are more frequent, with dN (NLA)/dz ¼
66� 6 for absorbers with b � 40 km s�1, log NH i � 13:2, and
�b /b; �N /N � 0:4. Very narrow absorbers (bP 15 km s�1) with
log NH i � 13:2 are scarce. The number of weak NLAs and BLAs
( logNH i � 14) is far larger than the number of strong NLAs and
BLAs, respectively.

3. For the narrow absorbers with 13:2 � logNH i � 16:5 and
�b /b; �N /N � 0:4, we find that the column density distribution,
f (NH i) / N

��
H i

, can be fitted with � ¼ 1:76� 0:06. For the en-
tire sample (i.e., including NLAs and BLAs), the slope changes
to 1.84 for the same column density range. We confirm an in-
crease of � with decreasing z when our results are compared to
higher redshift analyses. There is some weak evidence for a
break at log NH i � 14:4, but the location of this break is uncer-
tain because of the small-number statistics for the higher col-
umn density lines.

4. We argue that various samples probing different redshift
ranges can be directly compared when the conditions 0 < b �
100 km s�1, 13:2 � log NH i � 14:0, and �b /b; �N /N � 0:4 are
set. The distribution of b for the broad absorbers has a distinctly
more prominent high-velocity tail at low z than at high z (1:5P
z P 3:6). The median and mean b-values are systematically larger
by �15%Y30% at z P 0:5 than at 1:5P z P3:6. The ratio of the
number density of BLAs to NLAs at low z is larger than at high z
by a factor �3. This suggests that a larger fraction of the low-z
universe is hotter than at 1:5P z P 3:6 and/or the low-z universe
is more kinematically disturbed than the high-z universe.

5. The NLAs trace the cool photoionized IGM at T P 104 K,
and we find that �(NLA)/�b ’ 0:2 Nmin / 10

13:2 cm�2ð Þ½ ��0:18

[when f (NH i) / N�1:76
H i

and assumingNH i / T�0:42],whereNmin

is the lowest H i column density in the sample considered to es-
timate �(NLA). The contribution to the baryon budget of the
denser parts of the photoionized Ly� forest with log NH ik 13:2
is �20%. If the weakest H i absorber with log NH i ¼ 12:4 fol-
lows the same f (NH i), the cool photoionized gas with log NH ik
12:4 contains about 30% of the total baryons.

6. The BLAs trace mostly the highly ionized gas in the
WHIM at T ’ 105Y106 K if the width of the BLAs is dominated
by thermal motions. The assumption of collisional ionization
equilibrium provides a firm lower limit to the amount of the bary-
ons in the WHIM traced by the BLAs (40 < bP 150 km s�1,
log NH i � 13:2, and �b /b; �N /N � 0:3): �(BLA)/�bk 10%. If
a hydrodynamical simulation including the effects of collisional
ionization and photoionization is used to estimate the ionization
correction for the BLAs, we find that at least 20% of the baryons
are in the BLAs.
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7. Our most conservative estimate of the baryon budget in
absorbers with logNH ik 13:2 shows that the Ly� forest has at
least about 30% of the baryons (NLAs+BLAs), far larger than
the baryon budget in galaxies. We suggest that the low-redshift
IGM with T P 106 K traced by the NLAs with log NH ik 12:4
and the BLAs with log NH ik13:2 could contain at least 50% of
the baryons (this is a lower limit since the broader BLAs where
most baryons reside remain to be discovered). The estimates of
the amount of baryons still rely, however, on critical assumptions
(e.g., pure thermal broadening versus other broadening mech-
anisms, temperature of the IGM, behavior of the weak narrow
systems) that produce uncertainties that are currently not well
controlled. Observationally, if COS is deployed, our understand-
ing of the BLAs, in particular, will improve, given the high-S/N
spectra that COS should obtain (but with approximately 2 times
lower resolution than for the STIS observations presented here).
The present paper and future observations of the low-z IGM
should motivate more precise cosmological simulations of the

low- and high-z IGM that are needed for our understanding of
the intrinsic properties of the BLAs and NLAs.
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APPENDIX

We have revisited the H i measurements presented by Williger et al. (2006) toward PKS 0405�123. We were first motivated to
produce a new analysis of the PKS 0405�123 FUSE and STIS E140M spectra becauseWilliger et al. (2006) noted that several of their
BLAs may be noise features. For our work, we needed to clearly differentiate a real detection from a noise feature. While reanalyzing
the BLAs, we noted that some narrow H i lines were either not present in the spectra at the 3 � level (althoughWilliger et al. claimed to
report only 4 � features) or were misidentified. We have not identified the ultimate origin of the problem, but we suspect that the
difference with Williger et al. can ultimately be traced to a difference in the manner in which the continuum placement was done.
Williger et al. fitted a single global continuum, while we determine continua separately placed within �1000Y3000 km s�1 of each
absorption line. We therefore produce here a new line list and new measurements for H i toward PKS 0405�0123 in Table 9. This
reanalysis also provides an overall coherent data sample, since the other sight lines were analyzed following the samemethodology. In
Table 9, we report our measurements for H i toward PKS 0405�123. These H i absorbers are detected at least at the 3 � level.We list in
this table the observed wavelengths and the rest-frame equivalent widths of the Ly� transition. The listed column densities and
Doppler parameters were measured in the rest frame by N. Lehner (NL) following the method described in Lehner et al. (2006). The
weak absorbers (log NH i < 14) were also independently measured by P. Richter (PR) using the method described in Richter et al.
(2004). In particular, different profile-fitting software was used by NL and PR. In Figure 15, we compare the column densities and
b-values (for the weak absorbers) presented byWilliger et al. (2006) to those listed in Table 9 (left panels). On the right-hand side, we
present the measurements obtained by PR against those listed in Table 9. For both b and NH i, there is an excellent agreement between
PR and NL measurements at the 1 � level. In contrast, Williger et al. (GW) found generally larger column densities and Doppler
parameters. The main difference between our analysis (NL and PR) and GW’s analysis is that we systematically and independently
chose the continua within �1000Y3000 km s�1 of the H i absorption line, while GW fitted the continuum using a semiautomatic
procedure (AUTOVP) combined with custom fitting in the vicinity of the QSO emission lines. Since these weak absorbers are
generally detected solely in Ly�, the continuum placement is critical. Our method for the continuum placement was followed for all
the other sight lines presented in this work. For the absorbers where Ly� and Ly� are detected, our measurements and those made by
GW agree within 1 �.

Absorbers with log NH i > 14 are detected in several Lyman series lines. For the absorbers that were fitted with a single com-
ponent (z ¼ 0:03000, 0.35099, 0.40571, and 0.40886), GW and our measurements are in agreement within 1 �. GW fitted the sys-
tems listed in Table 9 at z ¼ (0:09657; 0:09659) and (0.18262, 0.18287) with a single component. We found that a two-component
fit provides a statistically better fit. The total column densities for those absorbers are in agreement within 1 � with those measured
by GW. For the partial Lyman limit system at z ¼ 0:167, we found that five components provide a better fit to this complicated ab-
sorber (see Fig. 16 and note [6] in Table 9). We note that our fit is not yet as good as it should be despite our best effort (see Fig. 16).
In particular, the broad component at z ¼ 0:16678 may actually be narrower, since metal ions such as C iii are detected at this redshift
(this directly affects the measurements of the absorber at z ¼ 0:16661, where C iii is also detected). Finally, we fitted the system at
z ¼ 0:36808 with four components. This is not statistically different from the two-component fit presented by GW, but the four-
component fit appears to be a better model when the kinematics of the metal ions are taken into account (see note [12] in Table 9 for
more details).

In Table 10, we report the list of features that were identified as Ly� and claimed to be detected at least at the 4 � level by
GW. These features are actually either nondetections at the 3 � level (according to our measurements) or were misidentified. The
181 Ly� absorbers toward PKS 0405�123 reported by GW now reduce to 74 absorbers (and in a few cases, those are multi-
component absorbers).
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TABLE 9

IGM H i Revised Measurements toward PKS 0405�123

k
(8) z

WLy�

(m8)
log NH i

(dex)

b H ið Þ
(km s�1) Note

1230.1364............. 0.01190 53.5 � 11.5 13.09 � 0.09 7.2 � 3.0

1233.8078............. 0.01492 35.1 � 10.9 13.09 � 0.11 11.5 � 5.9

1236.1053............. 0.01681 45.3 � 14.1 13.08 � 0.10 25.0 � 11.0

1240.3360............. 0.02029 48.7 � 14.1 13.12 � 0.12 32.2 � 15.5

1251.9578............. 0.02985 65.4 � 9.6 13.36 � 0.13 12.4:

1252.1401............. 0.03000 255.4 � 16.6 14.37 � 0.04 20.3 � 0.9

1254.5228............. 0.03196 90.5 � 19.2 13.33 � 0.08 54.0 � 16.1:

1272.3689............. 0.04664 51.4 � 12.1 13.09 � 0.09 27.7 � 9.2

1287.3459............. 0.05896 41.0 � 10.2: 13.34 � 0.10 76.5 � 26.8 1

1287.6984............. 0.05925 48.3 � 9.3 12.76 � 0.18 10.8: 1

1303.4171............. 0.07218 49.5 � 10.8 13.09 � 0.08 44.8 � 14.4

1303.8182............. 0.07251 44.6 � 9.6 13.06 � 0.07 19.0 � 5.1

1306.2252............. 0.07449 31.8 � 8.7 12.85 � 0.11 17.5 � 9.0

1307.1249............. 0.07523 42.1 � 11.6 13.05 � 0.11 47.7 � 20.3

1314.6134............. 0.08139 236.0 � 18.7 13.79 � 0.02 54.3 � 3.5

1327.3172............. 0.09184 472.2 � 24.4 14.60 � 0.02 39.1 � 0.9 2

1333.0673............. 0.09657 487.2 � 27.9 14.57 � 0.04 30.3 � 2.3 3

1333.0916............. 0.09659 . . . 13.90 � 0.18 69.8 � 19.8 3

1333.7845............. 0.09716 50.9 � 6.7 13.02 � 0.05: 29.0 � 3.2

1340.8597............. 0.10298 96.3 � 19.2 13.40 � 0.07 86.6 � 19.4

1374.9470............. 0.13102 108.9 � 15.1 13.46 � 0.05 51.9 � 7.9

1376.5395............. 0.13233 142.5 � 13.5 13.64 � 0.03 22.3 � 1.7

1377.4270............. 0.13306 72.9 � 11.5 13.29 � 0.06 31.7 � 6.3

1378.2902............. 0.13377 90.3 � 16.2 13.34 � 0.06 42.8 � 8.1

1381.5604............. 0.13646 76.8 � 13.2 13.34 � 0.06 53.8 � 10.8 4

1399.6739............. 0.15136 49.2 � 10.4 13.20 � 0.07 37.0 � 8.8

1400.7436............. 0.15224 114.8 � 13.2 13.54 � 0.04 22.4 � 2.1

1401.7162............. 0.15304 223.3 � 16.8 13.80 � 0.03 46.3 � 3.4

1411.6482............. 0.16121 157.5 : � 16.1 13.71 � 0.04 54.1 � 7.7 5

1412.0007............. 0.16150 120.7 : � 13.1 13.27 � 0.09 18.2 � 4.4 5

1413.8485............. 0.16302 110.7 � 16.5 13.42 � 0.05 34.0 � 5.2

1418.2128............. 0.16661 . . . 13.29 � 0.08: 7.9 � 2.1: 6

1418.4194............. 0.16678 . . . 13.91 � 0.04: 74.9 � 7.2: 6

1418.6139............. 0.16694 . . . 15.33 � 0.20 13.5 � 3.7 6

1418.8327............. 0.16712 . . . 16.30 � 0.09 12.5 � 5.6 6

1418.8571............. 0.16714 844.0 � 41.6 16.27 � 0.13 29.9 � 1.2 6

1432.9832............. 0.17876 155.2 � 19.6 13.61 � 0.04 55.3 � 7.3 4

1437.6757............. 0.18262 684.3 � 31.2 14.83 � 0.03 32.6 � 1.4 7

1437.9796............. 0.18287 . . . 14.17 � 0.04 25.4 � 2.3 7

1447.6928............. 0.19086 51.6 � 13.3 13.17 � 0.09 44.3 � 15.7

1471.8239............. 0.21071 69.8 � 15.4 13.27 � 0.08 30.8 � 8.8

1472.4073............. 0.21119 39.1 � 10.1 13.09 � 0.08 21.1 � 7.1

1478.2426............. 0.21599 85.6 � 11.9 13.36 � 0.04 17.6 � 2.4

1493.1224............. 0.22823 51.3 � 11.5 13.19 � 0.07 18.9 � 4.5

1508.1237............. 0.24057 68.4 � 14.8 13.27 � 0.09 56.5 � 19.1

1513.6673............. 0.24513 50.7 � 12.8 13.23 � 0.11 54.3 � 24.3 8

1514.1656............. 0.24554 154.4 � 15.3 13.69 � 0.03 22.8 � 2.1 8

1521.4717............. 0.25155 52.9 � 12.3 13.20 � 0.09 27.2 � 8.6

1523.5992............. 0.25330 38.7 � 11.8 13.05 � 0.09 18.1 � 7.1

1530.0544............. 0.25861 84.4 � 15.5 13.37 � 0.07 39.8 � 8.8

1532.2791............. 0.26044 107.1 � 15.3 13.45 � 0.05 32.0 � 5.7

1540.9347............. 0.26756 36.7 � 10.9 12.96 � 0.11 15.9 � 7.7

1566.2449............. 0.28838 62.2 � 17.1 13.32 � 0.10 51.9 � 18.9

1574.5723............. 0.29523 81.6 � 19.8 13.33 � 0.08 47.2 � 13.1

1577.5263............. 0.29766 236.5 � 20.3 13.97 � 0.03 32.2 � 2.4 9

1579.2039............. 0.29904 75.6 � 21.5 13.26 � 0.12 48.9 � 23.4

1604.7208............. 0.32003 105.2 � 18.2 13.49 � 0.05 19.0 � 3.1

1610.7628............. 0.32500 115.6 � 22.4 13.55 � 0.06 65.9 � 12.8

1613.5831............. 0.32732 79.5 � 19.1 13.30: 30.9:

1621.7281............. 0.33402 194.3 � 20.4 13.82 � 0.03 30.4 � 2.4 10

1631.2590............. 0.34186 126.5 � 19.6 13.51 � 0.06 38.3 � 7.8 11

1631.8425............. 0.34234 85.5 � 18.1 13.39 � 0.08 42.4 � 12.5 11

1642.3581............. 0.35099 369.8 � 30.4 14.25 � 0.03 37.5 � 2.1

1642.9902............. 0.35151 118.9 � 19.2 13.53 � 0.05 25.1 � 4.5

1643.7318............. 0.35212 121.5 � 21.5 13.57 � 0.05 30.5 � 4.9



TABLE 9—Continued

k
(8) z

WLy�

(m8)
log NH i

(dex)

b H ið Þ
(km s�1) Note

1654.2716.................... 0.36079 . . . 14.66 � 0.14 37.7 � 4.0 12

1654.2838.................... 0.36080 767.0 � 48.9 15.10 � 0.06 18.2 � 1.5 12

1654.7093.................... 0.36115 . . . 13.63 � 0.17 22.7 � 7.6 12

1655.1347.................... 0.36150 . . . 13.71 � 0.10 44.3 � 10.1 12

1657.3847.................... 0.36335 103.3 � 26.9 (<)13.55 � 0.09 26.4 � 4.5 13

1685.7938.................... 0.38672 37.5 � 10.9 13.21 � 0.09 15.3 � 5.9

1708.8795.................... 0.40571 460.5 � 37.0 14.98 � 0.02 33.0 � 1.5 14

1712.7088.................... 0.40886 341.6 � 37.8 14.38 � 0.03 39.9 � 2.2 15

1713.5598.................... 0.40956 95.6 � 26.2 13.58 � 0.07 26.4 � 6.1

Notes.—The wavelength, k, is the observed redshifted wavelength of Ly�. The equivalent width,WLy� , is the rest-
frame equivalent width of Ly�. A colon means that the result is uncertain.
(1) The Ly� for the systems at z ¼ 0:05925 and 0.05896 were fitted simultaneously.
(2) We fitted simultaneously detected H i kk1215, 1025, 972, and 937 (H i k949 is blended).
(3)We fitted simultaneously detected H i kk1215, 1025, and 937 (H i kk972 and 949 are blended).We found that a two-
component fit improves the modeling of Ly�, yielding a narrow and broad component. If the BLA is mostly thermally
broadened, it yields a temperature of T � 3 ; 105 K. O vi is found in this absorber (Prochaska et al. 2004). The
temperature found from the H i broadening is consistent with O vi being mainly collisionally ionized.
(4) This profile appears asymmetric, but within the S/N a single-component fit is suitable. This system is, however, not
accounted for in the BLAs in this paper because of the asymmetry.
(5) The Ly� for the systems at z ¼ 0:16121 and 0.16150 were fitted simultaneously.
(6) The systems at z ¼ 0:16661, 0.16678, 0.16694, 0.16712, and 0.16714 were fitted simultaneously. The equivalent
width reported at z ¼ 0:16714 is the total equivalent width for these absorbers. The systems at z ¼ 0:1671 are detected
from Ly� down to the Lyman Limit. Prochaska et al. (2004) derived the total column density of the system at
z ’ 0:1671, using the flux decrement at the Lyman limit. Williger et al. (2006) fixed the column density found by
Prochaska et al. (2004) for the systems at z ¼ 0:16714 and used H i kk1215 and 1025 to derive b. They fitted a very
broad absorber at z ¼ 0:16692 and a very narrow absorber at z ¼ 0:16628. This fit appears satisfactory for H i kk1215
and 1025, but not for the other transitions (see Fig. 16). In particular, the core of the higher H i Lyman series is not
reproduced. To reproduce the core of the line, we find that a two-component fit is necessary: a very narrow component
with b ¼ 12 km s�1 and a broader ( but still relatively narrow) component with b ¼ 30 km s�1. Furthermore, the C ii

and C iii kinematics (see Figs. 9 and 10 in Prochaska et al. 2004) indicate four distinct components at�136,�93,�40,
and 0 km s�1. We, therefore, fitted five components set initially at�136,�93,�40,�5, and 5 km s�1. The velocity of
the component at �40 km s�1 was not allowed to vary; all the other parameters for the various components were
allowed to vary. For the fit, we used simultaneously detected H i kk1215, 1025, 937, 930, 926, 923, 919, 918, and 917
lines. H i kk972 and 949 are contaminated, while H i k920 suffers from fixed-pattern noise. We did not use higher
Lyman series transitions because the continuum placement becomes uncertain due to the flux decrement. The resulting
fit is shown in Fig. 16. We note that Prochaska et al. (2004) used a curve-of-growth analysis with two components
separated by 40 km s�1 based on the C ii and Si ii profiles and found 16.35 and 15.5 dex, which is roughly consistent
with our results for the systems z ¼ 0:16694, 0.16712, and 0.16714. While our fit appears more satisfactory than the
one presented byWilliger et al. (2006), who did not take into account the velocity structure of the metal ion profiles, the
solution may actually be more complicated. The errors do not reflect that there may be more than five components. In
particular, the broad component at z ¼ 0:16678 may actually be narrower since metal ions such as C iii are detected at
this redshift; this directly affects the measurements of the absorber at z ¼ 0:16661, where C iii is also detected.
Therefore, we mark the measurements at z ¼ 0:16661 and 0.16678 as uncertain.
(7) The systems at z ¼ 0:18261 and 0.18287 were fitted simultaneously. We used detected H i kk1215, 972, and 949
(H i kk1025 and 937 are contaminated). We note that Williger et al. (2006) fitted a single component at z ¼ 0:18271; a
two-component fit improves the fit. The equivalent width is the total equivalent width including both systems.
(8) The systems at z ¼ 0:24513 and 0.24554 were fitted simultaneously. We used detected H i kk1215 and 1025 in the
profile fitting.
(9) We fitted simultaneously detected H i kk1215 and 1025. We note that H i k972 is also detected and possibly
contaminated by a weak Ly� system.
(10) We fitted simultaneously detected H i kk1215 and 1025.
(11) The Ly� for the systems at z ¼ 0:34186 and 0.34234 were fitted simultaneously.
(12) The equivalent width is the total equivalent width including the systems at z ¼ 0:36079, 0.36080, 0.36115, and
0.36150. The system at z ¼ 0:36080 is detected in H i kk1215, 1025, 972, 949, 937, 930, and 923 (H i k926 is
contaminated). We undertook to fit these lines with two, three, and four components. Statistically, these fits are
comparably good because Ly� is so noisy. The three- and four-component fits appear, however, to be better models
than the two-component fit, especially when one takes into account that O vi kk1031 and 1037 appear to be present in
the weakest component. The three-component fit does not fit the blue edge of the Ly� profile as well as the four-
component fit, but otherwise the three- or four-component fits are quite similar. We note that our two-component fit
yields similar results to those found by the two-component fit of Williger et al. (2006).
(13) Partially blended with interstellar C i


 k1657.379.
(14) We fitted simultaneously detected H i kk1215, 1025, 972, 949, 937, 930, 926, and 923.
(15) We fitted simultaneously detected H i kk1215, 1025, 972, and 949.
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Fig. 15.—Comparison of H i column densities andDoppler parameters for theweak absorbers ( logNH i � 14). The left-hand side compares the fit results fromWilliger
et al. (2006; GW) and N. Lehner (NL). The right-hand side compares the independent measurements produced by P. Richter (PR) and N. Lehner (NL). Identical results
would lie along the solid line.
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Fig. 16.—Profile fitting to the system at z ¼ 0:167. The solid thick line shows the fit adopted in Table 9. The dotted thick line shows the fit adopted by Williger et al.
(2006). The light parts of the spectra denote blends with other features. The tick marks in the H i k1215 panel are the centroids of the five components found in our profile
fitting. From left to right, the tick marks correspond to z ¼ 0:16661, 0.16678, 0.16694, 0.16712, and 0.16714. Discrepancies of the fits to the data are discussed in the text
and note (6) of Table 9.
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TABLE 10

Nondetection and Confusion with other ISM/IGM Lines Listed as Ly� Detection

in Williger et al. (2006) toward PKS 0405�123

k
(8) z

WH i

(m8)
log NH i

(dex) Note

1218.8185.................................. 0.00259 <137.9 <13.40

1220.3381.................................. 0.00384 <52.9 <13.00

1226.8541.................................. 0.00920 <43.4 <12.90

1232.5921.................................. 0.01392 <42.1 <12.90

1234.2820.................................. 0.01531 <44.3 <12.91

1237.1509.................................. 0.01767 <35.9 <12.82

1238.7434.................................. 0.01898 <39.2 <12.86

1240.5912.................................. 0.02050 <35.0 <12.81

1246.0617.................................. 0.02500 <39.9 <12.87

1293.0596.................................. 0.06366 <37.2 <12.82

1295.3086.................................. 0.06551 <32.7 <12.78

1297.2415.................................. 0.06710 <16.4 <12.48

1298.5180.................................. 0.06815 <32.6 <12.78

1299.5634.................................. 0.06901 <32.6 <12.78

1303.1132.................................. 0.07193 <31.9 <12.77

1305.5080.................................. 0.07390 <36.5 <12.83

1306.5413.................................. 0.07475 <34.7 <12.81

1315.6954.................................. 0.08228 <31.7 <12.77

1318.8195.................................. 0.08485 <31.9 <12.77

1319.7921.................................. 0.08565 <32.1 <12.77

1329.2014.................................. 0.09339 . . . . . . 1

1338.9997.................................. 0.10145 <32.4 <12.77

1346.9259.................................. 0.10797 <32.8 <12.78

1358.1951.................................. 0.11724 <32.5 <12.78

1359.6053.................................. 0.11840 <33.5 <12.79

1360.6994.................................. 0.11930 <31.8 <12.77

1361.0399.................................. 0.11958 <32.4 <12.78

1384.8912.................................. 0.13920 <32.0 <12.77

1422.4069.................................. 0.17006 <31.3 <12.76

1422.7230.................................. 0.17032 <31.9 <12.77

1422.9660.................................. 0.17052 <32.0 <12.77

1424.1210.................................. 0.17147 <31.9 <12.77

1424.7166.................................. 0.17196 <31.9 <12.77

1425.0570.................................. 0.17224 <31.8 <12.77

1427.1357.................................. 0.17395 <32.2 <12.77

1435.7428.................................. 0.18103 <31.9 <12.77

1439.6572.................................. 0.18425 <37.7 <12.84

1440.2530.................................. 0.18474 <37.2 <12.82

1440.6663.................................. 0.18508 <37.4 <12.83

1449.0909.................................. 0.19201 <39.5 <12.86

1449.7472.................................. 0.19255 . . . . . . 2

1452.2637.................................. 0.19462 . . . . . . 2

1453.4673.................................. 0.19561 <39.2 <12.86

1454.8895.................................. 0.19678 <36.6 <12.83

1463.6910.................................. 0.20402 <35.5 <12.82

1464.4933.................................. 0.20468 <35.0 <12.81

1465.3808.................................. 0.20541 <36.6 <12.83

1467.3259.................................. 0.20701 <32.6 <12.77

1467.8486.................................. 0.20744 <33.4 <12.79

1474.5713.................................. 0.21297 <42.4 <12.89

1474.9602.................................. 0.21329 <42.3 <12.89

1476.2732.................................. 0.21437 <42.6 <12.89

1477.0876.................................. 0.21504 <34.6 <12.80

1478.8383.................................. 0.21648 <37.5 <12.84

1479.5311.................................. 0.21705 <36.2 <12.82

1480.0175.................................. 0.21745 <35.7 <12.82

1480.6374.................................. 0.21796 <34.4 <12.80

1481.2574.................................. 0.21847 <35.6 <12.82

1482.9472.................................. 0.21986 <35.8 <12.82

1484.4182.................................. 0.22107 <38.7 <12.85

1487.4573.................................. 0.22357 <39.6 <12.86

1488.6122.................................. 0.22452 <39.4 <12.86

1489.4268.................................. 0.22519 <39.6 <12.86

1490.0102.................................. 0.22567 <39.3 <12.86
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TABLE 10—Continued

k
(8) z

WH i

(m8)
logNH i

(dex) Note

1493.5965.................................. 0.22862 <38.7 <12.85

1494.5447.................................. 0.22940 <38.7 <12.85

1495.1282.................................. 0.22988 <39.1 <12.86

1499.8450.................................. 0.23376 <39.6 <12.86

1501.5835.................................. 0.23519 <39.2 <12.86

1506.5190.................................. 0.23925 <40.1 <12.87

1507.1147.................................. 0.23974 <40.9 <12.88

1510.3605.................................. 0.24241 <39.6 <12.86

1510.7740.................................. 0.24275 <39.4 <12.86

1517.8612.................................. 0.24858 <52.5 <12.99

1538.0050.................................. 0.26515 <43.7 <12.91

1541.2264.................................. 0.26780 <45.6 <12.92

1543.0499.................................. 0.26930 . . . . . . 3

1544.3142.................................. 0.27034 <45.1 <12.92

1544.9585.................................. 0.27087 <45.1 <12.92

1545.5785.................................. 0.27138 <42.7 <12.90

1561.5525.................................. 0.28452 <47.0 <12.94

1568.7249.................................. 0.29042 <49.7 <12.96

1569.4422.................................. 0.29101 <49.1 <12.96

1573.3566.................................. 0.29423 <42.5 <12.89

1580.3102.................................. 0.29995 <57.4 <13.02

1586.4007.................................. 0.30496 <57.4 <13.02

1588.5768.................................. 0.30675 <47.5 <12.94

1589.1116.................................. 0.30719 <45.5 <12.92

1592.3453.................................. 0.30985 <48.9 <12.95

1594.6187.................................. 0.31172 <48.9 <12.95

1595.1779.................................. 0.31218 <50.1 <12.96

1596.1139.................................. 0.31295 . . . . . . 4

1596.5880.................................. 0.31334 . . . . . . 4

1597.1716.................................. 0.31382 . . . . . . 4

1606.0945.................................. 0.32116 <48.5 <12.95

1614.9324.................................. 0.32843 <62.0 <13.06

1615.6011.................................. 0.32898 <59.9 <13.04

1623.9163.................................. 0.33582 <44.5 <12.91

1624.9982.................................. 0.33671 <45.7 <12.92

1625.6182.................................. 0.33722 <44.9 <12.92

1628.5358.................................. 0.33962 <46.2 <12.93

1636.8388.................................. 0.34645 <52.5 <12.99

1639.2459.................................. 0.34843 <73.5 <13.13

1668.3856.................................. 0.37240 <61.3 <13.05

1673.1509.................................. 0.37632 <83.0 <13.18

1678.6093.................................. 0.38081 <51.8 <12.99

1684.1528.................................. 0.38537 <49.3 <12.96

1685.4779.................................. 0.38646 <50.4 <12.97

1696.8565.................................. 0.39582 <64.2 <13.07

1700.7588.................................. 0.39903 <62.2 <13.06

1702.0596.................................. 0.40010 <62.0 <13.06

Notes.—The upper limits are 3 � and were estimated over a velocity range
½�40; 40� km s�1. (1) Misidentification: interstellar C i


 k1329. (2) The spectrum is erratic
near this wavelength. (3) Misidentification: O vi k1031 at z ¼ 0:4951. (4) There is undu-
lation in the spectrum, making any identification with a BLA very uncertain.
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