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ABSTRACT

We use cosmological simulations of reionization to predict the possible signal from the redshifted 21 cm line
of neutral hydrogen in the pre-reionization era and to investigate the observability of this signal. We show that
the separation of the mean (global) signal over the whole sky from the known foreground contamination may
be feasible but very challenging. In agreement with previous studies, we demonstrate that measuring angular
fluctuations in the H 1 signal is likely to be extremely difficult if not impossible because of the overwhelming
contamination from the Galactic and extragalactic foregrounds. However, we show that the sharp H 1 fluctuations
in the frequency domain should be easily separable from the relatively smooth spectra of the foregrounds and that
these fluctuations should be detectable even at moderate angular resolution (~10'-20").

Subject headings.: cosmology: theory — diffuse radiation — galaxies: formation — intergalactic medium —
large-scale structure of universe — radio lines: general

1. INTRODUCTION

The importance of the 21 cm line of neutral hydrogen has
long been recognized for its potential in studying the reion-
ization of the universe. This possibility has been emphasized
many times in a large volume of previous research, beginning
with the pioneering work of Sunyaev & Zel’dovich (1972),
through the first application of this idea to the modern scenario
of galaxy formation by Scott & Rees (1990), to the recent
detailed investigations (Madau et al. 1997; Gnedin & Ostriker
1997; Shaver et al. 1999; Tozzi et al. 2000; Di Matteo et al.
2002; Iliev et al. 2002, 2003; Ciardi & Madau 2003; Furlanetto
et al. 2004; Oh & Mack 2003; Zaldarriaga et al. 2004).

The shape and strength of the 21 cm signal is ultimately
connected to the process of reionization of the universe. As
numerical simulations of reionization (Gnedin 2000; Ciardi
etal. 2003a, 2003b; Sokasian et al. 2003) become more detailed
and precise, it becomes possible to construct detailed reion-
ization histories of the universe that are consistent with recent
observational data such as the Lya flux decrement in the in-
tergalactic medium (IGM) up to z~6 and that, therefore, can
be used to make quantitative predictions about the expected
21 cm signal.

The difficulty of measuring the 21 cm signal is not so much
its weakness as the overwhelming contamination from Galactic
and extragalactic foregrounds (Shaver et al. 1999; Di Matteo
et al. 2002; Oh & Mack 2003) at these frequencies (v ~ 100—
200 MHz). So the question of the observability of the signal,
which includes both the mean signal over the whole sky and
fluctuations in both the angular and frequency domains, is the
question of separating the cosmological signal from the fore-
ground contamination.

In this paper we consider the widespread fluctuations in the
21 cm signal caused by the (linear) density fluctuations in the
cosmic gas. Additional fluctuations in the 21 cm signal can
also appear in special regions, such as individual H 11 regions
around possible rare bright high-redshift quasars (Madau et al.
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1997); this topic will be the subject of a forthcoming paper.
But even if the signal from the vicinities of high-redshift
quasars is more easily measurable, observations of quasars
do not substitute for the search for linear density fluctuations.
Observing signatures of quasars in the redshifted 21 cm signal
will tell us important information about the very first active
galactic nuclei in the universe, but they will not provide the
kind of information that can be extracted from the measure-
ment of linear fluctuations.

For example, measuring the amplitude of the linear density
fluctuations at z ~ 10 provides information about the evolu-
tion of the matter power spectrum at redshifts intermediate
between those probed by the cosmic microwave background
(CMB; z ~ 1000) and those probed by galaxy surveys (z ~ 1).
Such information will be important in placing complementary
constraints on cosmological parameters and the evolution of
the cosmic equation of state.

2. SIMULATIONS

Since our goal is to investigate the observability of the
redshifted 21 cm line from the early universe, we need a
plausible model for the evolution of the physical state of the
cosmic gas at that epoch. We use numerical simulations with
the softened Lagrangian hydrodynamics (SLH) code similar to
those reported in Gnedin (2000). The advantage of using the
SLH code is that it incorporates all the important physical
processes that affect the reionization of the universe and the
emission and absorption in the 21 c¢m line:

1. Dark matter is followed using the adaptive particle-
particle-particle-mesh (P>M) algorithm (Gnedin & Bertschinger
1996).

2. Gasdynamics is followed on a quasi-Lagrangian deform-
able mesh by using the SLH algorithm.

3. Star formation is included by using the Schmidt law in
resolution elements that sink below the numerical resolution of
the code.



612 GNEDIN & SHAVER

TABLE 1
SIMULATION PARAMETERS

Box Size
Set Qp h n (h~!' Mpc)  Resolution (A~ kpc)
A 027  0.71 1.0 4 1
B 035 0.70 0.95 4 1
(O 035 070 097 4 1
Do 0.35 0.70 0.95 2 1

4. Tonization and thermal balance of the hydrogen and he-
lium plasma are followed exactly using a two-level implicit
scheme.

5. Molecular hydrogen formation and destruction are fol-
lowed exactly (including radiative transfer effects) in the limit
when the fraction of hydrogen in the molecular form is small
and the self-shielding of H, is unimportant. (The latter is al-
ways the case in the simulation presented in this paper because
the numerical resolution is not sufficient to resolve the for-
mation of molecular clouds.)

6. Radiative transfer is treated self-consistently in a three-
dimensional spatially inhomogeneous and time-dependent
manner by using the optically thin variable Eddington tensor
approximation of Gnedin & Abel (2001).

The SLH code also incorporates two important physical
effects that were emphasized by Madau et al. (1997): heating
by X-ray halos around galaxies and heating by secondary
electrons. The first effect is included automatically by virtue of
using the gasdynamical simulation, while the second effect is
incorporated explicitly in the code as explained in Ricotti et al.
(2002).

Our knowledge of the evolution of the early universe is
sketchy at best. Therefore, to cover a sufficient parameter
space, in terms of both the cosmological parameters and
possible variations in the relative importance of different
physical processes, we have run several different sets of cos-
mological simulations.

Star formation is incorporated in the simulations by using a
phenomenological Schmidt law, which introduces two free
parameters: the star formation efficiency esp (as defined by
eq. [1] of Gnedin 2000) and the ionizing radiation efficiency
eyv (defined as the energy in ionizing photons per unit of the
rest energy of stellar particles).

Each set of simulations includes several runs with different
values of these parameters, and two pieces of observational
data are used to constrain the parameters. The star formation
efficiency egr is chosen to normalize the global star formation
rate in the simulation at z =4 to the observed value from
Steidel et al. (1999), and the ultraviolet radiation efficiency
eyy 1s constrained by the condition that the simulation
reproduces the mean transmitted flux in the Lya forest at
z & 6 as measured by White et al. (2003).

Parameters of the four sets of simulations that we use in this
paper are given in Table 1. All simulations include 1283 dark
matter particles, an equal number of baryonic cells on a quasi-
Lagrangian moving mesh, and about 3 million stellar particles
that form continuously during the simulation,' with the ex-
ception of the set D, in which only 643 dark matter particles
and baryonic cells are used. The latter set includes several

! Stellar particles sample the phase space density of the stellar component;
they do not represent individual stars or star clusters.
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Fic. 1.—Mean (over the whole sky) excess brightness temperature as a
function of frequency and redshift for several simulations from set D: the
fiducial model (black solid line), the same model with no heating by Ly«
recoil (black dotted line), with no Ly« heating and no radiation above 4 Ryd
(black short-dashed line), and with no Ly« heating, no radiation above 4 Ryd,
and no shock heating (black long-dashed line). Two gray lines show the
fiducial model with sources of ionization having a power-law quasar-like
spectrum rather than a stellar-type spectrum. The solid gray line shows the
model without secondary electrons included, while the gray dashed line shows
the same model with secondary electrons included. All models are normalized
to fit the observed evolution of the mean transmitted flux in the hydrogen Ly«
line, as explained above.

simulations with varied physical modeling, as explained be-
low, which makes it impractical to include a larger number of
resolution elements. The nominal spatial resolution of simu-
lations is fixed at 1 2~ comoving kpc, with the real resolution
being a factor of 2 lower.

In all cases a flat cosmology is assumed, with Q50 =
1 — €0, and normalization of the primordial fluctuations
is determined either from the Wilkinson Microwave Anisotropy
Probe (WMAP) data (Spergel et al. 2003), for set A, or from
the COBE data (White & Bunn 1995), for the other three sets.

Given a simulation, we calculate the relative populations of
hyperfine levels of neutral hydrogen, taking into account the
effects that determine the level populations at high redshift:
Lya pumping and collisions with both electrons and hydrogen
atoms (Tozzi et al. 2000). We then generate synthetic spectra
at different points on the simulated sky and average them
appropriately (depending on the observation modeled), pro-
viding us with the most accurate computation of the emission
signal, including velocity focusing.

It is interesting to look at the physical effects that might
control the characteristics of the redshifted 21 cm emission.
Simulations are the ideal tool to make such a study, because
they offer complete control over their physical ingredients, as
is demonstrated in Figure 1.

Our fiducial model includes all relevant physical effects and
assumes that sources of ionization have a stellar spectrum (see
Gnedin 2000 for details). The prediction of the fiducial sim-
ulation from set D that best fits the mean transmitted Ly« flux
data at z ~ 6 for the mean (averaged over the whole sky) 21 cm
signal is shown in Figure 1 (black line).

There are several features in this curve. The curve starts to
deviate from zero at z ~ 15; this is the moment when the first
sources of Ly« radiation begin to form in the simulation. The
Lya photons couple the level populations of the hyperfine
transition in neutral hydrogen to the kinetic temperature of the
gas (Tozzi et al. 2000) and drive them out of equilibrium
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with the CMB. Because initially most of the gas in the uni-
verse is colder than the CMB, the signal is seen as absorption
against the CMB. By z ~ 12, the mean gas temperature has,
however, risen above the CMB temperature (the specific source
of this heating is discussed in the following paragraphs), so the
21 cm signal switches from absorption to emission. At z ~ 10
the ionization fronts in our fiducial model start to expand in the
low-density IGM, which occupies most of the volume of the
universe and at z ~ 10 still contains most of the mass. This
process results in a progressively larger fraction of neutral hy-
drogen being ionized and a progressively lower 21 cm signal,
until finally the universe is fully reionized by z ~ 6 (in accord
with the Sloan Digital Sky Survey [SDSS] observations; White
etal. 2003), and the 21 cm signal becomes unmeasurably small.

The characteristic transition from absorption to emission at
z ~ 11-12 is controlled by the heating of the cosmic gas. What
is the primary source of gas heating? Using the simulations
from the set D, we have investigated the role of various
physical effects on the shape of the cosmological 21 cm sig-
nal. The advantage of using simulations is that we can switch
various physical effects on and off at will. For example, the
dotted line in Figure 1 shows the brightness temperature
evolution for the simulation, in which we do not include the
heating by recoil of Lya photons in the temperature equation
for the cosmic gas. As one can see, the effect of Ly« recoil is
not significant in our fiducial model. This conclusion fully
agrees with Chen & Miralda-Escudé (2004).

In the further exploration of the importance of various
physical effects, we show with the short-dashed line in Figure 1
our fiducial model but with both Ly« heating and heating by
X-rays excluded; i.e., all sources are assumed to emit no ra-
diation above 4 Ryd. As can be seen, X-rays have a substantial
effect on the evolution of the excess brightness temperature at
15 > z > 9 (in this particular cosmological model). Thus, early
X-rays play a major role in the evolution of the IGM temper-
ature, as has been emphasized earlier by Madau et al. (1997),
Tozzi et al. (2000), and Chen & Miralda-Escudé (2004).

In the third simulation we have excluded the shock heating
as well (in addition to Lya heating and X-ray heating). In
other words, we allowed only photoionization heating as
the single source of heating of the gas in that simulation. The
result of that simulation is shown as a long-dashed line in
Figure 1. This change makes a dramatic difference—most of
the gas heating at high redshifts is due to shocks (i.e., structure
formation). However, the cosmological parameters are thought
to be sufficiently well known (Tegmark et al. 2004) that
uncertainties in the shock heating rate are not dominant.

To further illustrate the role of X-rays in controlling the
21 cm emission at high redshifts, we show with the solid gray
line a simulation in which all sources of ionization have a hard
quasar-like spectrum rather than a stellar spectrum as in the
fiducial model. In that case there is almost no stage at which
the redshifted 21 cm line appears in absorption, because the
gas heating is extremely efficient. Finally, the dashed gray line
shows the same model with secondary electrons included. The
conclusion we draw from Figure 1 is that the details of the
early absorption phase in the 21 cm emission and the transi-
tion from absorption to emission depend on details of the early
universe physics and, therefore, can be used as a powerful test
of the first episode of galaxy formation. On the other hand, the
observed evolution of the mean transmitted flux in the hy-
drogen Ly« line (White et al. 2003) strongly constrains the
late stages of the reionization process and the predicted 21 cm
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Fic. 2.—Evolution of the mass-weighted average efficiency y of coupling
between the gas kinetic temperature and the spin temperate of the 21 cm line
in fiducial model A for three main coupling mechanisms: Ly« pumping (solid
line), collisions with neutral atoms (dotted line), and collisions with free
electrons (dashed line).

emission for redshifts less than about 9. In the rest of this
paper, we focus on this late reionization stage when we need a
robust estimate of the cosmological 21 cm signal.

Finally, in a further exploration of various physical effects
responsible for the redshifted 21 cm emission, we show in
Figure 2, at the request of the referee, evolution of the mass-
weighted average coupling efficiency y, which is defined via
the following equation:

1y = P m

+y
where Tk is the gas kinetic temperature and Ty is the spin
temperature of the redshifted 21 cm line. Three independent
physical processes make contributions to y: pumping by Ly«
photons and collisions with neutral atoms and free electrons
(Madau et al. 1997; Tozzi et al. 2000), which are shown with
different lines in Figure 2. As one can see, the Lya pumping
dominates over the other two mechanisms for z = 8, in agree-
ment with Madau et al. (1997), but even Lya pumping becomes
significant (y > 1) only at z < 15 (in our fiducial model), when
shock heating already dominates by a large margin.

An important conclusion of this demonstration is that the
approximately linear decrease in the brightness temperature
with frequency in the range 150 MHz < v < 200 MHz is
robust; it is a manifestation of the reionization of the universe.
The drop in the signal is simply due to neutral hydrogen atoms
becoming ionized.

3. MEAN SIGNAL

The first possible observable we consider is the mean (or
global) emission in the redshifted 21 cm line, averaged over
the whole sky (as we explain below; in practice this means
signals on scales above about 2°). Figure 3 shows the mean
excess brightness temperature as a function of frequency
and redshift for the simulation sets A, B, and C and the
resulting change in the spectral index of the total emission
(including the Galactic and extragalactic foreground). We used
the model of Shaver et al. (1999) for the foreground compo-
nent in Figure 3 (bottom), which includes Galactic thermal and
nonthermal components and extragalactic sources. We also



614 GNEDIN & SHAVER Vol. 608
Z Z
15 12 10 8 7 6 5 2520 15 12 10 8 7 6 5
LTT{TTTTT N T T N T T T N T N T N T N L [y [ H‘HHHHWHTTT{TT T { L { T N T N T N L
[ ] 1= .
< 1 0.8 | ]
£ iy ;
e = o= - — i
] >¢ [ ]
a ] 0.4 j —
1 0.2 -
; * : :
2.576 — 0 —
Fg [ T C 1 l 1 1 1 1 l 1 1 1 1 l 1 1 1 1 l 1 1 1 1 l ]
o i ] 50 100 150 200 250
E 2574 - ] v (MHz)
=+ L 4
8 F E Fic. 4—Ilonization histories (volume averaged ionized fraction as a func-
0, 2.572 — — tion of redshift) for our fiducial model A (black line; T = 0.06) and three
n i ] bi dels with 7 = 0.2 li
Y A N | arbitrary models with 7 .2 (gray lines).
100 150 200 250
v (MHz)

Fic. 3.—Top: Mean (over the whole sky) excess brightness temperature as a
function of frequency and redshift for simulation sets A (dark gray), B (me-
dium gray), and C (light gray). The thickness of the lightest gray (horizontal)
band shows the £5 o sensitivity limit for a 10 day integration with a 5 MHz
bandwidth (¢ = 0.1 mK at 150 MHz independent of the telescope size; see
Shaver et al. 1999). We omit this limit in subsequent figures as it is so small.
Bottom: Spectral index vs. frequency for the three simulation sets with the
Galactic and extragalactic foreground included according to the model of
Shaver et al. (1999). The lightest gray hatched band gives the £5 o sensitivity
limit for 10 days of integration (see explanation in the text).

show an estimate of the +5 o sensitivity limit for a 10 day
integration time for a system temperature of 200 K (this limit
is independent of telescope size), as given by equation (6) of
Shaver et al. (1999).

The three theoretical curves in Figure 3 show the possible
spread in the predicted values when variations in cosmological
parameters are allowed. The predicted variation in the spectral
index is well above the sensitivity limits, and it is clear from
Figure 3 that sensitivity is not an issue in the detection of
the H 1 signal. The issue is how well the signal can be distin-
guished from the varying foreground spectrum. (Calibration
and radio interference are of course also major concerns, and
we direct the reader to Shaver et al. 1999 for a discussion of
these technical matters.)

The difference in the spectral index of the total signal (the
cosmological signal plus foreground emission) is easily distin-
guishable from the foreground, but, of course, we do not have
the privilege of observing the foreground signal alone. The
foreground must be estimated and the cosmological signal
extracted from one observed total signal. Shaver et al. (1999)
considered various possible strategies, including interpola-
tions and extrapolations from frequencies outside the expected
signal range and a “trend analysis” approach. In the present
analysis we have tried fitting a low-order polynomial to the
total signal as a surrogate for measuring the smooth fore-
ground signal, but we found the results to be marginal and
strongly dependent on the frequency range used to make a
polynomial fit (this range is also seriously constrained by the
presence of FM bands below 108 MHz and TV bands above
174 MHz). We have also tried to use a power-spectrum
analysis of the spectral index to pick up high-frequency var-
iations and found this approach to be relatively insensitive to

the presence of the cosmological signal. Thus, we conclude
that the mean signal is not easily separable from the smooth
foreground, although sophisticated statistical approaches might
yield more success.

As mentioned above, all simulations are normalized to re-
produce the observed mean transmitted flux in the spectra of
SDSS quasars at z ~ 6 (Fan et al. 2003). This observational
constraint is a great advantage, as it leaves relatively small
freedom in the possible variation of the excess brightness
temperature. However, there is uncertainty about the begin-
ning and duration of the pre-reionization era, which has been
highlighted by the recent WMAP results.

The first results from the WMAP experiment indicated a
high value (7 ~ 0.17) of the optical depth to Thomson scat-
tering (Kogut et al. 2003). While these results have not been
confirmed by a more comprehensive analysis of the combined
WMAP and SDSS data (Tegmark et al. 2004), the possibility
of a prolonged pre-reionization era remains an interesting one
(Madau et al. 2001; Oh et al. 2001; Oh 2001; Venkatesan et al.
2001). To investigate the possible effect that a prolonged pre-
reionization era might have on the observations of the 21 cm
emission, we have constructed three reionization models that
all produce an optical depth to Thomson scattering of 7 = 0.2,
about 1 o above the best-estimate value of Tegmark et al.
(2004). These ionization histories are shown in Figure 4, to-
gether with our fiducial model from the simulation set A.

It is important to underline that these ionization histories
are obtained arbitrarily and are not results of simulations;
in fact, the nature of ionizing sources that can produce such
histories is not known. More than that, the light gray curve,
which is designed to mimic ‘“double reionization” (Cen
2003), is, in fact, unphysical, as low-density regions in the
universe are not able to recombine between redshifts 12 and 7.
Hence, these ionization histories serve only to illustrate the
sensitivity of the redshifted 21 cm H 1 measurement as a tool
for discriminating various ionization histories. The respective
predictions for the mean signal are shown in Figure 5. As one
can see, the 21 cm measurement may be used to constrain
ionization histories in which the universe remains partially
ionized for a prolonged period of time but is not sensitive to
the models in which the universe was reionized twice. How-
ever, as we have mentioned above, such models are not very
plausible.
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Fig. 5.—Same as Fig. 3, but for the ionization histories from Fig. 4.

4. FLUCTUATIONS IN 21 CENTIMETER EMISSION

The 21 cm signal is not, of course, completely uniform over
the sky: there are several sources of fluctuations in the 21 cm
signal at high redshift.

At the redshifts of interest (z ~ 10), a given comoving size
Ax corresponds to the angular size

Ax

AG=0/6C,—————
h~! Mpc

and the range of frequencies in the redshifted 21 cm line

Ax
Av = 0.1 MHzD, T Mpe’
where C, and D, are weak functions of z in the redshift in-
terval 6 < z < 10. For §,,0 =035 atz=9, C. = 0.938 and
D, = 0.894. Thus, any realistic observation with Av =1 MHz
and Af=1’ probes the linear regime at z~7-12 with
Axz2 h~! Mpe.

The linear large-scale density fluctuations are the subject of
this paper. As mentioned above, another possible source of
fluctuations in the high-redshift 21 cm emission is H 1 regions
created by bright quasars well before the moment of reion-
ization (Madau et al. 1997; Tozzi et al. 2000). Such H u
regions, if big enough, could be prominent features scattered
sparsely over the sky. However, the simulations presented in
this paper do not encompass sufficiently large computational
volumes to include luminous quasars. Models that include a
representative sample of bright quasars require a different
computational approach and will be the subject of a future
paper.

Fluctuations can also be caused by variations in the quantity
q=1—Tcup/Ts, where Ts is the gas spin temperature.
However, the simulations that we use in this paper suggest that
such variations are negligible compared with the density
variations.

Given the power spectrum of density fluctuations P(k)
(hereafter we assume that the gas follows the dark matter on
large scales), the rms density fluctuation as a function of the
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Fic. 6.—A 20° x 20° image of fluctuations in the excess brightness tem-
perature of the redshifted 21 cm line at z = 9 for our fiducial model (with 4/
resolution and 1 MHz bandwidth). The color bar on the left shows the scale
in mK.

angular resolution Af and the frequency bandwidth Av is
given by the following equation:

1 o0
82 ey / dk / @k, P(K) exp (KPR~ KLR2),

2)
where k| is the wavenumber along the line of sight (the fre-

quency dimension), k, is the wavevector in the plane of the
sky (two angular dimensions), k = (kﬁ + ki) 1/2

Av
2.35(0.1 MHZ)D.’

RH =14 Mpc

Af

-1
Ro=Th Mpeq s o6c.

and the factor 2.35 = 2(2 log 2)1/ 2 comes from the conversion
from the FWHM to the Gaussian dispersion.

As an example, Figure 6 shows linear fluctuations in a
20° x 20° region of the sky. Because the fluctuations are
Gaussian, there are no distinct features in the image, and
separating this signal from the random fluctuations in the
foregrounds is a nontrivial task. A big enough quasar creates
an H u region around itself and forms a significant structure in
the fluctuation map (Madau et al. 1997). As mentioned above,
this effect will be considered in a follow-up paper.

A complementary view of the fluctuations in the redshifted
21 cm emission is provided in Figure 7, which shows the
excess brightness temperature and its rms fluctuations for our
three simulation sets as a function of frequency. The level of
rms fluctuations on the scale we consider is only about 10% of
the mean signal. To determine whether the fluctuations are
potentially observable, they have to be compared with the
possible fluctuations in the foreground (Galactic and extra-
galactic) emission.
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Fic. 7.—Excess brightness temperature (fop) and its rms fluctuation (bot-
tom) measured in a beam of 4 FWHM with 1 MHz bandwidth.

4.1. Angular Fluctuations

As has been discussed by Di Matteo et al. (2002), angular
fluctuations due to extragalactic radio sources are significantly
larger than those from the pre-reionization era. To estimate
the contribution of the extragalactic sources, Di Matteo et al.
(2002) adopted a model for differential source counts at
150 MHz at low flux density levels, N(S) ~ 700 sr~! mJy~!
(S/1 mly)~'7, and a model for the source correlation func-
tion, w(6) ~ (6/6p) " with 6, = 4’. While the indexes of
the power laws adopted by Di Matteo et al. (2002) agree with
other studies, there exist surprising differences in the values
of the amplitudes they adopted. For example, Hopkins et al.
(1998) give the source number counts as N(S)~ 10 sr—!
mly~'(S/1 mJy)~!7 at 1.4 GHz. Assuming that no new source
population is present at 150 MHz that is not observed at
1.4 GHz and that the source spectral index between 150 MHz
and 1.4 GHz is about —0.75, the source flux density of 1 mJy
at 1.4 GHz translates into 5.4 mJy at 150 MHz, which gives
the source number counts at 150 MHz at § = 1 mJy of about
200 sr—! mJy~!, a factor of 3.5 below the value adopted by
Di Matteo et al. (2002). In addition, both FIRST and NVSS
measurements of the extragalactic radio source correlation
function give the functional form adopted by Di Matteo et al.
(2002) but with 6y ~ 1’ (Cress et al. 1996; Blake & Wall
2002). The latter applies for sources brighter than a few mly
at 1.4 GHz, significantly brighter than sources considered
by Di Matteo et al. (2002), but it is difficult to imagine that
faint sources are clustered more strongly than the bright ones.
The total effect of these corrections would be to reduce the
Di Matteo et al. (2002) estimate of the foreground fluctuations
by a factor of 11.

On the other hand, Di Matteo et al. (2002), as one of their
cases, showed their estimate when all sources above 1 uly
have been removed from the data (Fig. 1 [thick black line] of
Di Matteo et al. 2002), which is, probably, an overly opti-
mistic assumption. If we conservatively assume that only
sources above 1 mJy can be effectively removed from the data
or adequately modeled in the data analysis, then the estimate
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Fic. 8.—The rms excess brightness temperature fluctuations in 1 MHz
bandwidth at z = 8.5 (fop) and the rms angular fluctuation in the spectral
index (3 (bottom) as a function of the angular scale. The dotted lines show
the foreground contaminations: fluctuations due to residual point sources
after all sources above 1 pJy have been removed (fop; Di Matteo et al. 2002) and
variations in the spectral index of the Galactic synchrotron emission (bottom;
Banday & Wolfendale 1991). See the discussion in text for a full explanation.

of angular fluctuations from the extragalactic radio sources
would be a factor of 10 higher, but that is almost exactly
compensated for by the factor of 11 by which Di Matteo et al.
(2002) overestimated the clustering signal of extragalactic
point sources. Therefore, for the rest of this paper, we adopt
the thick solid line from Figure 1 of Di Matteo et al. (2002) as
a reasonable estimate for the angular fluctuations in the 21 cm
signal because of the clustering of extragalactic radio sources.
As can be seen from Figure 8 (fop), our results fully agree
with the conclusions of Di Matteo et al. (2002): the contam-
ination by the extragalactic source population makes it highly
unlikely that the predicted levels of the 21 cm fluctuation
signal from the pre-reionization era can be reached.

Not only the extragalactic radio sources but also the
even stronger Galactic foreground emission produce substantial
angular fluctuations in the emission over the sky. Such fluc-
tuations may extend down to quite small angular scales and
can only add to the already dominant fluctuations from the
extragalactic source population. The small contribution from
Galactic thermal emission certainly adds to the fluctuation
signal. It may be similar to the structure in the Galactic in-
frared cirrus. There may in addition be other contributors
to the foreground angular fluctuation signal, such as the ex-
tended radio emission from clusters of galaxies. Thus, in view
of the overwhelming foreground contamination, it seems
highly unlikely that the angular fluctuations in the redshifted
H 1 signal will by themselves be useful in studying the pre-
reionization era.

Can one possibly use frequency information to help separate
the angular fluctuations in the H 1 signal from the foreground
fluctuations, as the spectra of the foregrounds are expected to
be smooth, with only gradual changes in spectral index? To
investigate this possibility, we computed the angular variation
in the spectral index on the sky as the difference between two
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images taken 5 MHz apart. Figure 8 (bottom) shows the rms
spectral index fluctuations as a function of angular scale at
150 MHz (z = 8.5). Unfortunately, spatial variations in the
spectral index of the Galactic synchrotron emission make this
approach difficult if not impossible. Banday & Wolfendale
(1991) estimate variations of the order of 0.1 on angular scales
of 375. While their estimate applies to the frequency range from
400 to 800 MHz, it is reasonable to assume that similar var-
iations exist at frequencies around 150 MHz. Figure 8 (bottom,
dotted line) shows a simple toy model for the variation in the
spectral index of the Galactic synchrotron emission: we take
the Banday & Wolfendale (1991) value of 0.1 at 375 and then
assume that fluctuations are uncorrelated on larger scales and
remain fixed on smaller scales. This lower limit is overly
conservative, since Banday & Wolfendale (1991) indicate that
fluctuations in the spectral index are correlated on angular
scales above 3°, and on smaller angular scales fluctuations are
expected to be higher because the angular scale of 3° does not
correspond to any particular physical scale.

There may be other more sophisticated techniques that can
be employed in analyzing the observed data cube. However,
on the basis of present knowledge, we conclude that the an-
gular fluctuations will be extremely difficult if not impossible
to utilize in measuring and studying the H 1 signal.

4.2. Fluctuations in the Frequency Domain

If the angular fluctuations are not observable, one may still
hope to use the fact that all known radio foregrounds are
expected to be relatively smooth functions of frequency and
rely on the frequency information alone to separate the cos-
mological signal. For the cosmological signal the frequency
direction is just another spatial dimension, so the cosmological
signal should fluctuate in frequency space very much as it
fluctuates over the sky. By contrast, the foreground contami-
nation is totally different in the angular and frequency di-
mensions: the foreground angular signal has all the structure
of a distribution of point sources over the sky, whereas the
foreground frequency signal is just a sum of smooth spectra,
hence itself a smooth function, against which the relatively
sharp cosmological fluctuations (in frequency) should stand
out clearly. This approach may in fact be by far the best one
to studying the reionization H 1 signal. Other authors (e.g.,
Di Matteo et al. 2002) have also recognized this possibility;
here we quantify it and show the dependence on observational
parameters such as beam size and bandwidth.

Figure 9 shows the H 1 fluctuations superposed on the
combined spectrum of the Galactic and extragalactic fore-
grounds (spectral index is used here to be able to show both the
H 1 and foreground signals on a single plot). The difference
between the frequency structure of the H 1 signal and the
foregrounds is immediately obvious, and it is clear that one
may study the former without too much complication from the
latter. Thus, it appears that the best strategy for measuring the
reionization signal may be to forsake any attempt to measure
angular fluctuations and concentrate on frequency fluctuations
alone. Thanks to the relative spectral smoothness of the fore-
ground emissions, this is almost certainly the best approach to
detect and study the reionization H 1 signal. (Note that we
assume here that the beam size is independent of frequency; the
effect of a frequency-dependent beam is considered below.)

The excess brightness temperature fluctuations (with the
mean signal subtracted) are shown in Figure 10 for several
values of the beam size and bandwidth. As can be seen from
the figures, the frequency fluctuations are a strong function of
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Fic. 9.—Spectral index of the total signal (H 1 signal plus the foregrounds)
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the beam size (which we specify at 150 MHz) and the band-
width, but for a large range of beam sizes and bandwidths they
are well above the sensitivity limits (for example, for a 4’
beam and 1 MHz bandwidth the signal-to-noise ratio [S/N] at
150 MHz is about 22 for a 40 day integration).

The fluctuations in the frequency domain depend on the
bandwidth. Is there an optimal range for the value of the
bandwidth? Obviously, fluctuations are smaller on the larger
scales. However, the sensitivity is also higher for larger
bandwidths. It turns out that these two effects almost cancel
each other: Figure 11 shows that for bandwidths in excess of
about 1 MHz, the S/N is essentially constant, so the exact
value of the bandwidth is probably not that important.

To illustrate the measurability of the fluctuation signal in the
frequency domain, we present in Figure 12 contours of fixed
S/N for various beam sizes, bandwidths, and integration times
as a guide for developing an observational strategy. Since our
fiducial model is based only on known physical processes and
does not include an extended period of reionization, it can
serve as an upper limit for the expected signal (except for the
occasional presence of a luminous QSO in the beam). Thus,
the S/N of a real experiment may be smaller but generally not
larger than the one shown in Figure 12. Figure 12a also shows
what angular and frequency scales one needs to measure the
mean signal: S/N =3 for the fluctuations essentially means
that fluctuations are unobservable, so different patches of
the sky larger than about 2° have the same signal within the
sensitivity limit (for a 40 day integration).

The feasibility of measuring the frequency signal will, of
course, critically depend on the ability to calibrate different
frequency bands to within a fraction of an mK. Such an ob-
servation may be done, for example, by beam switching
between the target area on the sky and a strong nearby
extragalactic radio source, whose spectrum is expected to be
very smooth on 1 MHz frequency scales. This approach would
be difficult or impossible for the detection of the mean (all
sky) signal, as discussed by Shaver et al. (1999), because the
frequency dependence of the mean H 1 signal is relatively
smooth, but in the case of the sharp frequency variations of the
fluctuation signal it should become possible. This could be a
great advantage because relative measurements are far easier
to make than absolute measurements.

There will be some natural narrowband contaminants of the
frequency signal, such as Galactic radio recombination lines.
However, these show up at well-known frequencies (separated
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size at 150 MHz (assuming an appropriate telescope size). The hatched regions give £5 o sensitivity limit for a 40 day integration time for the foreground model of
Shaver et al. (1999). (b) Same as (@) but for a fixed beam size of 4’ at 150 MHz and varied bandwidth.

by typically 1-2 MHz in this frequency range), and they are
narrow, so they can be removed from the data. A major potential
contaminant, of course, is man-made radio-frequency interfer-
ence (RFI). However, it is variable and generally very nar-
rowband; techniques are being developed to identify and excise
such contamination. How completely such contamination can
be removed remains to be determined, however. To the extent
that spectral contaminants show up predominantly in emission,
whereas the fluctuations in Figure 10 go both ways, in emission
and in absorption relative to the smooth foreground, it may be
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Fic. 11.—The rms excess brightness temperature fluctuations on angular
scales of 4’ at z = 8.5 as a function of bandwidth (top) and the respective S/N
(bottom) for a 40 day integration.

possible to use these properties to help identify and charac-
terize the signal. Furthermore, as the cosmological parameters
to be extracted from the Gaussian H 1 signal are the same in
all directions of the sky, observations in different directions
should ultimately give the same results.

In addition to the contaminants mentioned above, there is
another effect that can potentially obscure the cosmological
H 1 signal: the leakage of the angular fluctuations into the
frequency domain due to the frequency-dependent beam size
(Oh & Mack 2003; Di Matteo et al. 2002). In the simplest
case of a single filled aperture, it is inversely proportional to
the frequency of observations. To see fluctuations in the cos-
mological H 1 signal, one has to observe over a range of fre-
quencies, and because observations at different frequencies
have different beam sizes, they sample different regions of the
sky. The angular fluctuations between the observed brightness
temperature in these different regions appear as fluctuations in
the frequency domain.

It is straightforward to estimate this effect. Using equation (4)
of Di Matteo et al. (2002), we approximate the power spec-
trum of fluctuations in a beam with a Gaussian width o as

Cl — 142[,‘37267120'2/27 (3)

where C; is the total power in a spherical multipole /, 4 is the
amplitude of fluctuations at / = 1, and 3 ~ 0.85 is the power-
law index of the fluctuation angular correlation function.

Let 7( €2, o) be a temperature fluctuation in a beam with a
Gaussian width o in the direction €2 on the sky. Two obser-
vations in the direction €2 spaced in frequency by Av would
see the rms difference in the brightness temperature,

o\ 1/2
5T = A<(@) >
do

Ao
= VBB + D~ Tms, (4)
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Fig. 12.—Contours of S/N in the fiducial model for the rms excess brightness temperature fluctuation at 150 MHz (z = 8.5), assuming the system temperature of
200 K (a) as a function of bandwidth and filled-aperture beam size for the integration time of 40 days and (b) as a function of integration time and the beam size for
1 MHz bandwidth. Shown are contours of S/N = 1 (light gray area), SIN = 5 (medium gray area), and S/N = 25 (dark gray area). The S/N is respectively lower for

extended reionization models.

where Tins is the rms angular temperature fluctuation in the
beam o, and Ao/ = Av/v. For a beam with FWHM of 4’
this estimate gives a value of about 6 mK at 150 MHz for
Tims = 1 K. This fact was noted by Di Matteo et al. (2002)
and Oh & Mack (2003) as a severe obstacle for measuring
cosmological fluctuations in the frequency domain. How-
ever, these previous works missed the fact that the leaked
angular fluctuations are strongly correlated. Let us consider
three beams A, B, and C, spaced by Av in frequency, with
beam sizes 04, 0, and O¢. The signal in beam A differs from
the signal in beam B by some amount because of sources
located within the ring on the sky with a radius of (64 + 65)/2
and a width of 6z — 6. Analogously, the signal in beam B
differs from the signal in beam C because of sources located
within a ring from 6z to fc. But because these two rings are
adjacent to each other, sources within the ring 63 — 64 are
strongly correlated with the sources within the ring 8¢ — 0,4,
so that the increase or decrease in the total signal in beams
B and C due to fluctuations will be a relatively smooth
function of frequency as well, and the frequency fluctuations
from the leakage signal will be much smaller; namely, given
a temperature difference T4 between beams B and A and the
temperature difference T¢p between beams C and B, the
rms difference between these two temperatures ATy, =
(Tcs — Tpa)?)'/? is

12
AT A<(M>>
do
Ac\?
=V 2/8(/82 + 4B + 7) (7) Tnnsa (5)

another factor of Av/v & 1/150 smaller.
To illustrate this fact further, we have simulated the leak-
age effect by constructing a sample of the sky with Gaussian

fluctuations® having a power-law power spectrum, as given by
equation (4) of Di Matteo et al. (2002). We then computed
the temperature within the Gaussian beam of variable size
6 = 4'(v/150 MHz) for v ranging from 80 to 250 MHz in
increments of 1 MHz (the bandwidth used in Fig. 10, middle),
centered at a random point on the simulated region of the sky.
One realization of the leakage signal within the beam is shown
in Figure 13. The black solid line gives the leaking angular
fluctuation 67, and the two black dashed lines show the £5 o
levels of contamination of the cosmological H 1 signal ex-
pected in this case (5AT;ns). As one can see, the contami-
nation is comparable to the observational noise for a 40 day
integration, so it becomes the dominant component of noise
for longer integration times. Thus, it will not be useful to use
integration times well in excess of 40 days on a given field.

Figure 14 illustrates possible observational choices when
the angular fluctuation leakage is included as a source of
noise. Figure 14a shows contours of S/N with only leak-
age noise included. These contours scale in inverse propor-
tion to the amplitude of angular fluctuation on the beam
scale. Figure 144 includes both the observational noise and the
leakage noise. While Figure 14 is the most nearly complete
representation of possible observational S/N for our model,
the contours in Figure 145 depend on both the integration time
and the amplitude of angular fluctuations on the beam scale
and scale nontrivially when these quantities are changed.
Therefore, while this panel can be used as an illustration of
possibilities, it is applicable only for the values of observa-
tional or theoretical parameters adopted in this paper.

Other sources of angular fluctuations that might produce
leakage in the frequency domain are the Galactic synchrotron

2 The assumption of Gaussianity is a good one as long as the number of
point sources within the beam is large, which is the case for the values of the
beam size considered here.
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subtracted) for an observation with a fixed bandwidth of 1 MHz and a
frequency-dependent beam size of 4’ at 150 MHz (similar to Fig. 10, middle,
but with the frequency dependence of the beam size taken into account),
together with a realization of a frequency fluctuation due to leakage of angular
fluctuations into the frequency domain (solid black line). The hatched regions
give £5 o sensitivity limit for a 40 day integration time for the foreground
model of Shaver et al. (1999), and the black dashed lines show characteristic
=£5 o errors due to angular fluctuation leakage (eq. [5]).

and thermal emission. If the Galactic emission is not struc-
tured more strongly on scales of tens of arcminutes than the
extragalactic point-source contamination, then it does not
present a significant obstacle to measuring the cosmological
H 1 signal, but this question requires further investigation,
including more detailed observations of the Galactic emission.

There are various ways in which the leakage of angular
fluctuations could be minimized. The most important would
obviously be to observe with the same beam size at all fre-
quencies. This could best be approximated with the use of
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scaled arrays especially designed to control the synthesized
beam and sidelobes. For filled-aperture telescopes, frequency-
dependent illumination of the reflector would be required,
at least over a limited frequency range, but this would then
utilize only a fraction of the total aperture and would un-
doubtedly be a major technical challenge. In any case it would
clearly be advantageous to observe in directions of the sky in
which the foreground contamination is lowest: regions of low
extragalactic source density and fluctuations, and regions of
high Galactic latitude where the Galactic emission is weakest
and smoothest.

5. CONCLUSIONS

The challenge in observing the redshifted 21 cm line of
neutral hydrogen from the pre-reionization era is not that it
is weak but rather that it is hidden behind strong foreground
emission (both Galactic and extragalactic). Our results confirm
the conclusions of other authors that detection of the angular
fluctuations on the sky will be extremely difficult or impos-
sible because of the huge contamination from fluctuations in
the foreground emissions.

Better opportunities are provided by the fact that the radio
foregrounds are slowly varying as a function of frequency.
This generic feature might make it feasible (although very
challenging) to detect the overall mean signal from the pre-
reionization era. This signal would be the true average over
the whole sky, which in practice means a signal on scales larger
than about 2°. The signal on these scales is expected to be the
same in all directions on the sky.

However, by far the best opportunity to measure the cos-
mological signal (again thanks to the spectral smoothness of
the foregrounds) is offered by its frequency structure. The
large-scale density fluctuations in a single beam are uncorre-
lated on frequency scales above about 0.2—0.3 MHz, so that
the excess brightness temperature varies by about 2—3 mK and
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Fig. 14.—(a) Contours of the S/N in the fiducial model for the rms excess brightness temperature fluctuation at 150 MHz (z = 8.5), assuming a system
temperature of 200 K as a function of bandwidth and filled-aperture beam size with the noise entirely due to angular fluctuation leakage (eq. [5]). Shown are
contours of S/N = 1 (light gray area), SIN =5 (medium gray area), and S/N = 25 (dark gray area). (b) Contours of the S/N for the same observational parameters,
with both observational noise (for a 40 day integration) and the leakage noise, included in quadrature.
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the local spectral index of the radio signal varies by about
0.4% on scales of the order of 1 MHz. These sharp variations
should not be difficult to separate from the smoothly varying
foreground signal.

Thus, the frequency fluctuation signal stands out in com-
parison with the other two possibilities (mean signal and an-
gular fluctuations). While the observability of the latter two
depends critically on confusion with foregrounds, the former
may be largely just a matter of sensitivity. Frequency cali-
bration, contamination by spectral lines or leakage of angular
fluctuations, and RFI may all be manageable problems. Using
our simulations, we have shown that it may then be possible to
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detect the H 1 signal from the pre-reionization era even at
moderate angular resolution (~10'-20"), corresponding to
filled apertures of a few hundred meters diameter.
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