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ABSTRACT

Using the Submillimetre Common-User Bolometer Array (SCUBA) instrument on the James Clerk Maxwell
Telescope, we have made a submillimeter mosaic au8®»0f a subarea of th&pitzer First Look Survey (FLS).
Our image covers the central 151 arcfrifi the northern extragalactic continuous viewing zone field of the FLS
to a median ¥ depth of 8.4 mJy. The image contains six 860 sources detected at 3:®r higher significance.
We make the catalog of these SCUBA-selected FLS sources available to the community. After correcting for
incompleteness and flux bias, we find that the density of sources brighter than 7 mJy in our 2t} isx
10? deg? (95% Poisson confidence limits), which is consistent with other surveys that probe the bright end of
the submillimeter population.

Subject headings. catalogs — cosmology: observations — galaxies: formation — galaxies: starburst —
galaxies: statistics —infrared: galaxies

1. INTRODUCTION tiwavelength properties of sources in the area of our SCUBA

Launched in the second half of 2003, Betzer Space Tele- map; the purpose of the present Letter is to quickly make
scope (formerly SRTF), the fourth and final of NASA's Great ~ available to the community the source catalog of objects from
Observatories, holds the promise of addressing many outstand®¥" SCUBA observations within the public-relespézer FLS.
ing questions related to dust-enshrouded galaxy formation at
high redshift. One of the first science observations to be un- 2. DATA
dertaken bySpitzer is the Spitzer First Look Survey (FLS), a 2.1. Observations

first look at the mid-IR sky at sensitivities that are 2 orders of .
: ; o We used the SCUBA instrument (Holland et al. 1999) on
magnitude deeper than previous large-area surveys. In addltloqhe JCMT to observe a contiguous arga of 151 aré[m'nterezj

ELg)E;Z zglzz)abaetei.%’biésr’\/gdsi'nsd%em'rgghg-nbiég? ’cg:r? aigr the nominal center of the FLS northern extragalactic con-
b9 PaIgN uous viewing zone (CVZ) field aR.A. = 17"18"0C |,

at optical (KPNO 4 mtR = 25.5, & in a 2’ aperture) and .
: , decl. = +52°24' 30’ (J2000.0). SCUBA is an array of 37 bo-
radio (Very Large Array [VLA] to 115uJy, 50, per § beam lometers at 85:m and 91 at 45Qum that is able to observe

at 1.4 GHz; Condon et al. 2003) wavelengthshe public ’ .

Soitzer FLS data, together with the deep ancillary ground-based simultaneously at both \(vavelengths, although p'art|cularl'y ex-

observations, will provide the community with the first sys- gellleerl'tmv;/ea;c;lgée:s reﬁ.‘égeg ft?]:_} 4n5]ﬁ£eobzervsaet(ljonsa. QC[[JSB A

tematic look at the properties of faiSpitzer-selected extra-  1'99 \p —which Is the we used—
observation has a footprint ef2’ diameter; to cover a large

galactic sources. . ! i \ .
contiguous area, we tiled our field in a spiral pattern on a

While Spitzer will discover many dust-enshrouded higiab- hexagonal grid, starting at the nominal central FLS coordinates
jects and will greatly help us understand their nature, the fact 9 gna, s 9 . , '
A typical point in our combined map received a total of

that it does not image at wavelengths longward of g60pre- ; ; g ot
sents some important limitations. For example, for typical dust 2048 S Of integration, split into four visits that were separated
in time by many hours and, often, nights.

temperatures (20—40 K; e.g., Dunne et al. 2000), the longest X . .
- The data were obtained during 13 nights from 2002 March
Sitzer passband barely probes longward of the peak of the through 2003 March, using a total of 7.5 usable (out of 10

thermal dust emission for galaxies at even moderate redshifts, - . -
making it difficult to estimate their bolometric luminosities and alltocarteg) Zh'ﬂs ijgl\l/tht'me;-ghfS\’vethir Va”?d fr?nm gra;je
hence infer quantities such as dust masses and star formatiorif (t)hg?) (;cail %fgsoth ai 85 0%50 To .rem(,)ve tehgsig idsl ava‘:e}iu e
rates. Moreover, with increasing redshift (or decreasing dust tem-_ bm'II'r?’neter skp . seg the standard SCUBApch)c/) 'ny tgch—
perature), an object’'s dust emission peak shifts redward of the ubrmifiir hach y’Wh u f | " riah ppINg
longestSpitzer wavelength, causing strong negativeorrections  1idue with a chop throw of 3theld constant in right ascension.
and making a galaxy at’high redshift (or one with low dust This technique produces the familiar negative-positive-negative
temperatures) fade rapidly out ofSpitzer-selected sample beam pattern apparent in many SCUBA maps and can be used
In this Letter, we present complementary Iong-wavenlength to increase the significance of detection for individual sources

imaging observations of a section of tgitzer FLS, obtained by_lfﬁking r?dvtatngagebof the signal in the oE-beams_t.
at 850 um with the Submillimetre Common-User Bolometer roughout the observing campaign, Sky opacity was mea-

Array (SCUBA) on the James Clerk Maxwell Telescope sured_using sky-dip observations evey.5 hr, although '933.
(JCMT). In a future paper, we will discuss in detail the mul- often in exceptionally transparent and stable weather. Pointing
‘ ' checks were performed every 1.5 hr, and the data were flux-

* Dominion Astrophysical Observatory, Herzberg Institute of Astrophysics, calibrated using standard JCMT flux calibrators.

National Research Council, 5071 West Saanich Road, Victoria, BC V9E 2E7,

Canada; marcin.sawicki@nrc.gc.ca. 2.2. Data Reduction
2 Sterrewacht Leiden, Niels Bohrweg 2, Leiden NL-2333 CA, Netherlands; . .
webb@strw.leidenuniv.nl. After removing the nod, the data were flat-fielded and cor-
3 See http://ssc.spitzer.caltech.edulfls. rected for sky opacity using the sky-dip measurements. The

L67



L68 SAWICKI & WEBB Vol. 618

noise analysis and source detection was complicated by the
presence of a strong correlated noise signal (C. Borys 2004,
private communication) in the data that affected between one-
third and two-thirds of the bolometers at any given time. This
nature and cause of the signal is under investigation by the
JCMT, but we note that much of the SCUBA data (not just 17818™40° 20" 18™00° 40°  20°
ours) taken during 2002—2003 may suffer from this problem. ' r
We attempted to remove the noise in the following way. After
the standard flat-fielding and extinction corrections, noise-
corrupted bolometers were identified through the presence of
strong power in their Fourier spectrum at a characteristic scale
of 1/16. Residual sky flux was removed from all the bolometers
in the array by subtracting the median sky level at each second, .
with the sky level determined using only the noncorrupted
bolometers. Because the noise on the remaining corrupted bo-
lometers was correlated, it was possible to reduce its effect
through the subtraction of the correlated signal. We note that
a simple median subtraction did not result in any measurable
reduction of the noise, so we used a more sophisticated multiple
linear regression technique. The expected noise signal for each
corrupted bolometer was estimated using the correlation be-
tween all other corrupted bolometers and then removed. As a 5g°24'
final step, noise spikes at greater tharv Jvere iteratively
removed from the array. The data were then rebinned onto the
sky plane to produce a map.

The removal of the correlated noise signal has had three
main effects on the final map, as compared to a map produced
in the standard way without noise removal. First, it has resulted
in an overall decrease in the noise level~f5%. Second, it
has removed a number of detections from the noncorrected
map that do not simply decrease in significance but disappear
entirely. Thus, for shallow maps in particular, the presence of
the correlated noise signal appears to have led to an increased
number of spurious sources. Third, it has led to an overall
decrease in the flux levels of the significantly detected sources.
The correlated noise in the original map, coupled with our
detection algorithm, biased the detected flux levels upward, but
the reduction of the overall noise has reduced this effect.

To increase the sensitivity to point sources, the unsmoothed 5g°24'
map was convolved with a template beam profile that was made
from observations of pointlike calibration sources and contains
the negative-positive-negative beam pattern. This technique re-
duces the frequency of spurious sources that do not convolve
well with the beam and increases the signal-to-noise ratio (S/N)
by incorporating the flux from the two off-source positions into
the final flux measurements. The top panel of Figure 1 shows &
our beam-convolved map. .2

We used the method of Eales et al. (2000) to estimate the 'E;
noise across our map. We produced Monte Carlo simulations E

3
)
A

Declination

Declination

of each raw bolometer time stream using the same noise level
as in the real data but adding no signal. These simulated data
were then reduced using the same set of steps as the real data
resulting in a simulated sky map. We produced 500 such sim-
ulated sky maps, and the noise at each pixel in the data map,
shown in the middle panel of Figure 1, is taken to be the
variance between these 500 simulations at that pixel. The noise gg°24'
level determined by this method agrees well with the noise

1 1

estimated from the real data map. The median noise value is 17818™40° 20° 18™00° 40°  20°
2.8 mJy (10), and the spatial distribution of the noise level is
quite uniform across the entire field except near its edges. Right Ascension (J2000)
2.3. Source Detection and Object Catalog FiG. 1.—Beam-convolved signaldp), noise iddle), and rms S/Nifottom)

. . . maps of our 85Qum survey. These maps are mosaics of multiple individual
We used a combination of the data and noise maps to performscuga pointings. Sources detected at greater thano3ade marked with

an automated source search. An S/N map (Figottpm panel) circles.
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TABLE 1 TABLE 2
850 um SOURCES DETECTED AT GREATER THAN 3.0 ¢ 850 um NUMBER COUNTS IN THE SPITZER FLS
RA DeCI' %SOum %Soum
Identification (J2000.0) J2000.0) (mJy) SIN (MJY)  Ngews RAWN(ES)  CorrectedN(>9)
1) (2 (3) 4 (5) (1) 2 3 (4)
FLS 850.1719-3119...... 17 17 19.1 +593119 84+ 25 34 7...... 6 1437358 21633
FLS 850.1758-2917...... 1717589 +592917 9.1+ 27 34 8...... 4 951238 1083
FLS 850.1804-2733...... 17 18 04.2 +592733 7.7+ 23 3.4 9...... 1 24719 23119
FLS 850.1726-2739...... 17 17 20.6 +59 2739 8.8+ 2.7 3.2
FLS 850.1806-2559...... 1718064 +592559 7.1+ 22 3.2 ) . .
FLS 850.1818-3124...... 1718 10.6 +593124 87+ 29 3.0 using the same technique that we used for constructing our
NotE.—Units of right ascension are hours, minutes, and seconds, and unitssour_Ce CatalOQ 'n_§ 2.3. We generated artificial sources by f_IUX—
of declination are degrees, arcminutes, and arcseconds. scaling the empirical beam map constructed from observations

of bright point-source flux calibrators. An artificial source was
was produced by dividing the beam-convolved data map by then added at a random (but known) location to the data map,
the beam-convolved noise map; all peaks w#tN > 3.0 in the resulting map was divided by the noise map to form the
this S/N map are source candidates. To make the source-finding/N map, and then the object-finding and flux measurement
procedure objective and automated (a must for our complete-procedures used on the real data were applied to search for the
ness simulations in § 3), the actual search is performed usingartificial object. To statistically assess the completeness and
the SExtractor source-detection software (Bertin & Arnouts flux bias properties of our map, this procedure was repeated,
1996) on a truncated version of the S/N map. Specifically, to one artificial object at a time, for a range of input fluxes and
restrict SExtractor to peaks witB/N>2.5 and to suppress spatial positions.
confusion due to the negative off-beams of bright sources, we This Monte Carlo procedure applied to our SCUBA map
set all valuesS/N< 2.5 to zero before running SExtractor. As results in a matrixg,,.. ..s » that gives the probability that, for
confirmed by visual inspection, this technique reliably finds all a source of a known input flux densif,,. , we will recover
the peaks abov8/N> 2.5 . Of 20 peaks williN> 2.5 , there an object of an observed flux densly,, . To understand the
are six withS/N> 3. incompleteness and flux bias effects on thapulation of
Table 1 presents all sources detected VBN > 3 . Col- sources, we need to consider their effects on a plausible true
umn (1) gives the source identification, columns (2) and (3) source count distribution. Following Borys et al. (2003), we
give the coordinates of the source determined by SExtractorassume the following functional form to describe the under-
in the truncated S/N map, column (4) gives the source flux, lying source count population:
and column (5) lists the significance of the detection. However,
() -Q)]
s) g 1)
S S

we caution the reader that some of our sources may not be real dN(> S)
3. SOURCE COUNTS we adoptS, = 1.8 mlye =1 8 = 3.3 (Scott et al. 2002),

but may be statistical noise fluctuations in the data. ds
To date. two survevs have targeted the bright end aithough varying these parameters within reasonable ranges
- y g g (S, = 0.5-5 « = 0.5-2 8 = 2—4) does not drastically affect

m = 10 mJy) of the submillimeter population, and both .
(S%SC\)/'Q a steep s)llc))pe of the cumulative goﬁrce counts. Scott ePY" resu!ts. We then multiply the assumed source count model
of equation (1) by the transform matr&,, ., to obtain the

al. (2002) surveyed two spatially independent fields with a total » ! .
area of 260 arcmin while Borys et al. (2002, 2003) studied observed” source counts. The ratios of the integrated source
' y y ' counts in the underlying source count model to those “ob-

an area of 165 arcririn the region of the northern Hubble served” by our procedure, give us the correction factors that
Deep Field. Both surveys show strong qualitative clustering of y P ' 9 .
need to be applied to the raw source counts in Table 2 to correct

sources, which may skew their source count results. Here Wefor incompleteness and flux bias
use our 151 arcminFLS SCUBA map to make a third, in- ' P ux-bias.

s The corrected integrated source counts are given in col-
?heepg?igﬁ?terr?;%?‘{[]%mpeongu‘l’;ttiro‘f‘ submillimeter source counts af " "¢ Taple 2 and are plotted in Figure 2 together with

Ourraw cumulative source counts are presented in column (3) clounrlts ifrr]om rOthﬁ]r il:rv\\//?tﬁsb ?ﬁrﬂ?ﬁﬁ] FL“S S(le:rr]cescchT:JJnts a:s
of Table 2, where we have counted all objedetected at cfeg ytt ?g IeeZO%Z d O’th the Hesgbf OD e Fiel dy dSLf{ e¥
SIN> 3.0. However, we are interested in sources that are close? =¢0% €t & ( ) and wi € Hubble Deep Field data o

to the noise level, and so, to properly calculate the source densityg’fogsufgea:iu(ri%%?)agﬂgi t}’éi Ct(rjng(r::leu?serfgaé’vfijtelﬁgzttggt%ﬁrblgig
we must account for two effects: incompleteness and flux bias. ] hy .
Clearly, the number counts of faint sources near the detectionSUb.f'e'd Is not representative of the submillimeter galaxy pop-
threshold will suffer from incompleteness, making it necessary to ulation.
correct their observed numbers upward. In addition, however, de-
tected sources will also have suffered from flux boosting: while
sources whose flux densities are scattered below the detection In this Letter, we presented our SCUBA observations of a
threshold are not counted in the sample, those that are scattereti51 arcmiil subarea in the northern CVZ field of ti8pitzer
into the sample from below the detection threshold will necessarily FLS. We found a total of six sources &tN> 3.0 and make
have their flux densities overestimated. These two effects competeheir particulars available to the community. Our integrated
against each other, but for a source population where nhumbersource counts are consistent with those of the other two surveys
increase quickly with decreasing true flux density (as is the caseof the bright end of the submillimeter population, namely, the
here), flux boosting should dominate. 8 mJy survey (Scott et al. 2002) and the Hubble Deep Field
We studied these issues using Monte Carlo simulations thatsupermap (Borys et al. 2002, 2003). Given that extragalactic
implant artificial sources into our data and seek to recover themsubmillimeter sources cluster strongly on the scales of current

oC

4. SUMMARY AND DISCUSSION
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the FLS that we imaged is not unrepresentative of the extra-

106E — T — —s galactic sky.
E 3 We will study the multiwavelength properties of the sub-
N ] millimeter sources in our map in future work. In the meantime,
10% Fo- we have compared the positions of our SCUBA detections with

those of objects in the 1.4 GHz VLA map of the FLS (Condon
et al. 2003) and found no correspondence between the radio-
selected and the submillimeter-selected populations down to
the limit of the VLA catalog (115 mJy, b). This lack of radio
detection of any of our submillimeter sources can be used to
constrain their redshifts (Dunne et al. 2000; see also Yun &
Carilli 2002): given the VLA flux limit and the rather narrow
dynamic range of these data, most of our submillimeter sources
appear to be at = 1.6-1.7 (however, these results are likely
to be affected by flux boosting). These redshift constraints are
in line with our current knowledge of the redshift distribution
of submillimeter-selected sources: the median redshift of the
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O Smail et al. (2002) cluster A population is believed to lie at~ 2-3 , and evidence exists of
iy o . 3 a flux-redshift relation, such that m_orelummous submllhmet_er-

1 selected systems (such as those in our survey) reside at higher
0.1 1 redshifts than the less luminous objects (lvison et al. 2002;
S (mly) Smail et al. 2002; Webb et al. 2003; Chapman et al. 2003;

Clements et al. 2004). The lack of 1.4 GHz detection of our
FiG. 2.—Cumulative 850um number counts. The filled circles show the qumllllmeter sources is thus n_0t un_expected. deeper radio data

results from the present work in tieitzer FLS, and results are also shown ~ Will be needed to detect and identify these systems. We will

from Borys et al. (2002, 2003), Scott et al. (2002), Hughes et al. (1998), explore these issues in the future.

Chapman et al. (2002), and Smail et al. (2002). Error bars are 95% Poisson

confidence limits. Following Borys et al. (2003), overlaid are two predictions

based on representative galaxy evolution models from Rowan-Robinson

(2001)—the dashed line is for a universe wif},, 2,) = (1.0, 0.0) , and the .

dotted line is for(Q,, 2,) = (0.3, 0.7). We thank the Joint Astronomy Centre staff who helped us

obtain these data and our colleagues who carried out some of

these observations through the Canadian flexible scheduling
surveys, the fact that our number counts agree with those ofscheme. We thank Colin Borys for several useful discussions.
the other two surveys gives an important confirmation of the The JCMT is operated by the Joint Astronomy Centre on behalf
numbers of SCUBA sources at the bright end of the population. of the Particle Physics and Astronomy Research Council of the
Equally significantly, the agreement between our number United Kingdom, the Netherlands Organisation for Scientific
counts and those of other surveys suggests that the subfield oResearch, and the National Research Council of Canada.

REFERENCES

Bertin, E., & Arnouts, S. 1996, A&AS, 117, 393 Eales, S., Lilly, S. J., Webb, T. M. A., Dunne, L., Gear, W,, Clements, D. L.,
Borys, C., Chapman, S. C., Halpern, M., & Scott, D. 2002, MNRAS, 330, & Yun, M. 2000, AJ, 120, 2244

L63 Holland, W. S., et al. 1999, MNRAS, 303, 659

. 2003, MNRAS, 344, 385 Hughes, D. H., et al. 1998, Nature, 394, 241

Chapman, S. C., Blain, A. W., lvison, R. J., & Smail, I. R. 2003, Nature, 422, lvison, R. J., et al. 2002, MNRAS, 337, 1

695 Rowan-Robinson, M. 2001, ApJ, 549, 745
Chapman, S. C., Scott, D., Borys, C., & Fahlman, G. 2002, MNRAS, 330, 92 Scott, S. E., et al. 2002, MNRAS, 331, 817
Clements, D. L., et al. 2004, MNRAS, 351, 447 Smail, I., lvison, R. J., Blain, A. W., & Kneib, J.-P. 2002, MNRAS, 331, 495
Condon, J. J., et al. 2003, AJ, 125, 2411 Webb, T. M. A, Lilly, S. J., Clements, D. L., Eales, S., Yun, M., Brodwin,

Dunne, L., Eales, S., Edmunds, M., lvison, R. J., Alexander, P., & Clements, M., Dunne, L., & Gear, W. K. 2003, ApJ, 597, 680
D. L. 2000, MNRAS, 315, 115 Yun, M. S., & Carilli, C. L. 2002, ApJ, 568, 88



