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ABSTRACT

The two leading interpretations of achromatic breaks that are observed in the light curves of GRBs after-
glow are (1) the manifestation of the edge of a jet, which has a roughly uniform energy profile and a sharp
edge, and (2) a line-of-sight effect in jets with a variable energy profile. The first scenario requires the inner
engine to produce a jet with a different opening angle each explosion, while the latter requires a standard
engine. The physical structure of the jet is a crucial factor in understanding GRB progenitors, and therefore
discriminating the two jet scenarios is particularly relevant. In the structured jet case, specific predictions can
be made for the distribution of observed break angles �br, while that distribution is arbitrary in the first sce-
nario. We derive the theoretical distribution for the structured jet model. Specifically, we predict the most
common angle to be about 0.12 rad, in rough agreement with the sample. If this agreement holds as the
sample size increases, it would strengthen the case for the standard jet hypothesis. We show that a prediction
of this model is that the average viewing angle is an increasing function of the survey sensitivity and in
particular that a mission such as Swift will find the typical viewing angle to be about 0.3 rad. The local event
rate predicted by this model isRGRBðz ¼ 0Þ � 0:5 Gpc�3 yr�1.

Subject headings: cosmology: theory — gamma rays: bursts

1. INTRODUCTION

The degree to which gamma-ray bursts (GRBs) and their
afterglows are beamed is an important issue. A proper
understanding of the geometry of the relativistic outflow
affects the total energetics of GRB central engines and the
GRB event rates, both of which are crucial parameters for
constraining possible progenitor models. Evidence for non-
isotropic outflows is believed to come from observations of
achromatic breaks in afterglow light curves (e.g., Rhoads
1999; Sari, Piran, & Halpern 1999) and the detection of
polarized emission (Covino et al. 1999; Wijers et al. 1999).
We should, however, note that, whereas this is a natural
interpretation for the breaks, in some cases other interpreta-
tions have been proposed or different conclusions derived
(e.g., Nicastro et al. 1999; Vrba et al. 2000). Here we adopt
the point of view that the observed breaks are indeed
manifestations of jets.

In early theoretical papers (e.g., Rhoads 1997; Sari et al.
1999) it was assumed for simplicity that the ejecta had to be
distributed approximately uniformly across the entire open-
ing angle in the gamma-ray phase and that the majority of
the explosive energy in the afterglow phase must have a
single bulk Lorentz factor. In this ‘‘ uniform ’’ model, a
break occurring in the light curves at �br can be directly
translated into a jet with an opening angle �br. Using this
simple framework, Frail et al. (2001) carried out an analysis
of all known afterglows and found that there was a distribu-
tion of jet opening angles leading to a reduction in the
gamma-ray energy from its isotropic value with relatively

small scatter. The observed distribution was shown to be
heavily weighted toward small opening angles.

Rather than positing a uniform jet, it is equally reason-
able to assume that GRB jets are structured in some fashion.
In the collapsar progenitor model (e.g., Zhang, Woosley, &
MacFadyen 2003) the Lorentz factor and energy are high
near the rotation axis but decrease off-axis as the degree of
entrainment increases. Salmonson (2000) has argued for
such a jet structure to explain the empirical correlation
between the GRB peak luminosity and pulse lag (Norris,
Marani, & Bonnell 2000). In this case, the distribution of
observed break times in afterglow light curves is not due to
a distribution of opening angles but rather originates from
variations in the viewing angle of a structured jet (Lipunov,
Postnov, & Prokhorov 2001). In two recent papers by Rossi,
Lazzati, & Rees (2002) and Zhang &Meszaros (2002) it was
shown that a jet with a universal beaming configuration
could reproduce the nearly constant energy result of Frail et
al. (2001), provided that the energy per unit solid angle (and
Lorentz factor) varied as the inverse square of angular
distance from the jet symmetry axis.

Discriminating between the uniform and structured jet
models is important as they yield different estimates for the
true GRB event rate and the total energy, besides leading to
clues about the physical mechanism producing the jet itself.
It has been argued that afterglow light curves are degenerate
to the structure of the jet (Rossi et al. 2002; Zhang &
Meszaros 2002), and therefore they cannot be used as diag-
nostics. Rossi et al. (2003) showed that detection of polar-
ization can provide useful constraints. Here we concentrate
on diagnostics based on geometric effects. In particular in
the structured-jet model, since the inferred opening angle is
just a geometric effect of the viewing angle, it is possible to
predict the distribution of angles and compare it with the
observed distribution of �br by Frail et al. (2001) and Bloom
et al. (2003). Unfortunately, a specific prediction is not
possible for the uniform model, since there is no framework
for jet formation that yields the distribution of opening
angles.
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In this paper, we work out the expected distribution of
burst opening angles under the structured jet scenario and
given various assumptions of the star formation rate evolu-
tion in the universe. We find two competing effects. First,
even though randomly oriented bursts would be rarely
observed on-axis, they are much brighter and therefore can
be seen to larger distances, rendering small opening angles
common. Cosmological effects limit the volume at large red-
shifts, leading to an effective cutoff at the small opening
angle. As a result, we predict that the most common opening
angle should be about 0.12 rad. Furthermore, under the
structured jet model, we predict that more sensitive future
missions like Swift will find a much larger typical angle,
about 0.3 rad.

The observed data so far are still a small sample. Selection
effects are hard to quantify, especially for large and small
opening angles. In addition, the variety of instruments with
different sensitivity used to detect the bursts makes a robust
conclusion difficult at this stage. Yet we show that the cur-
rent set of data, as given in the most updated sample of
Bloom et al. (2003), is at least in rough agreement with the
distribution we predict for the structured jet model. If this
conclusion holds for a much larger and less biased sample, it
would be a strong support for the structured jet model.

2. COMPUTATION OF THE OBSERVED
DISTRIBUTION OF JET ANGLES

2.1. Scalings for a Euclidian Universe

If all bursts were observable, then we would expect that
the number dnð�Þ=d� of bursts with angle in the interval d�
around � would be proportional to �. This implies that most
of the observed bursts should have a large angle, which is
in complete contradiction with observations. Zhang &
Meszaros (2002) attributed this apparent discrepancy to the
small sample size or to afterglow selection effects. However,
this argument does not account for the fact that bursts with
small � are brighter by a factor of ��2, and therefore can be
seen (in an Euclidian universe) up to a distance ��1 farther,
which contains a volume larger by a factor of ��3. The
expected distribution in Euclidean geometry is therefore
expected to be dn=d� / ��2. Although this is closer to what
observations suggest, we will show that this now exagger-
ates the number of small-angle bursts compared with a
proper cosmological prediction: GRBs originate at redshifts
of order unity, and therefore suffer considerable cosmologi-
cal corrections. This is why their logN-logS curve does not
obey the Euclidian S�3=2 but is shallower at low S. It is for
the same reason that the number of observed bursts of low �
will not be as high as predicted by the Euclidian ��2. In the
following, we work out these cosmological effects in detail.

2.2. Cosmological Effects

Let RGRBðzÞ be the GRB rate per unit comoving volume
per unit time, then the total (i.e., over all the sky) rate of
bursts with inferred jet angle between � and �þ d� is given
by

dnð�Þ
d�

¼ sin �

Z zmaxð�Þ

0

dz
RGRBðzÞ
ð1þ zÞ

dVðzÞ
dz

; ð1Þ

where zmaxð�Þ is the maximal redshift up to which we can
observe a burst with apparent angle �. This redshift is found

by numerically inverting the equation

Fph;lim ¼ Lphð�Þ
4�D2ðzmaxÞð1þ zmaxÞ�

; ð2Þ

where Fph;lim is the limiting photon flux (photons per unit
area per unit time) that is detectable by the GRB detector
with frequency range �l < � < �u, and Lphð�Þ is the photon
luminosity (photons per unit time), in the same frequency
rage but in the local frame of the burst, of a burst with an
apparent angle �. The factor of ð1þ zÞ��1 is a spectral cor-
rection, assuming that the GRB has a differential photon
spectral index �, and another factor of 1þ z takes care of
time dilation. For BATSE, �l ¼ 50 and �u ¼ 300 keV.

The normalization constant is determined by the
condition

L�1��2

4�
2��2T ¼ E ; ð3Þ

where E � 1051 ergs is the roughly constant energy of GRBs
as inferred by (Bloom et al. 2003). That relation used the
luminosity integrated over the frequency range �1 ¼ 20 to
�2 ¼ 2000 keV, as calculated by Bloom, Frail, & Sari (2001).
For a power-law photon spectrum, this is related to the
photon luminosity in the triggering band �l–�h by

Lphð�Þ ¼
2E

�2Th�l

�� 2

�� 1

�
�l
�1

���þ2
1� ð�u=�lÞ��þ1

1� ð�2=�1Þ��þ2
: ð4Þ

If we take a spectrum with � � 1, (which is appropriate
for the frequency range 50–300 keV, as reported by
Mallozzi, Pendleton, & Paciesas 1996), then we obtain

LPð�Þ ¼ 1:1� 1057 T�1��2 photons s�1 : ð5Þ

It should be noted that T is not the total duration of the
burst but an ‘‘ effective ’’ duration of convenience here, that
is, the duration that the burst would have if its energy out-
put were constant at the peak value rather than highly varia-
ble. In the simplest version of our model (xx 2 and 3), we will
assume a single value ofT for all the bursts; however, we will
explore (x 4) how our results vary when a scatter in T is
introduced (which is a more realistic assumption).

The jet model with the energy profile / ��2 also makes
detailed predictions for the observed GRB flux distribution.
This, within our formalism, can be written as

dnðSÞ
dS

¼
Z 1

0

dLpf ðLpÞ
RGRBðzÞ
ð1þ zÞ

dVðzÞ
dz

dz

dS
ðz;LpÞ

����
����

� �
z¼zðS;LpÞ

;

ð6Þ

where, given equation (5), the luminosity function takes the
form f ðLpÞ / L�2

p .
In equations (1) and (6), dVðzÞ=dz is the comoving vol-

ume. In a flat cosmology with a cosmological constant it is
given by

dVðzÞ
dz

¼ 4�D2ðzÞ dDðzÞ
dz

; ð7Þ

whereDðzÞ is the comoving distance,

DðzÞ ¼ c

H0

Z z

0

dz0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ �mzÞð1þ z0Þ2 � ��ð2z0 þ z02Þ

q : ð8Þ
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We assume a cosmological model with �m ¼ 0:3, �� ¼ 0:7,
andH0 ¼ 71 km s�1Mpc�1.

We assume that GRBs trace the star formation history,
and we adopt as our ‘‘ standard ’’ model for zd10 the
Rowan-Robinson (1999) star formation rate, which can be
fitted with the expression

RGRBðzÞ ¼
R0100:75z for R0100:75zpk ;

R0100:75zpk for z � zpk ;

(
ð9Þ

where zpk � 2. For ze10, in our standard model we use an
interpolation that follows the star formation history derived
in numerical simulations by Gnedin & Ostriker (1997).
While using this star formation rate (SFR) as our working
model, we also explore the effects on the predicted distribu-
tion dn=d� of different star formation histories, and in par-
ticular we consider two opposite extremes, one in which the
SFR does not rapidly decline for ze10, as implied in the
numerical simulations of Gnedin & Ostriker, and another,
the Madau curve (Madau et al. 1996), in which the SFR
rapidly declines at redshifts ze3.

For each model for the SFR, the normalization constant
R0 is determined by the conditionZ �=2

0

d�
dnð�Þ
d�

¼ Robs
GRB ; ð10Þ

where Robs
GRB ¼ 667 yr�1 is the observed BATSE rate, and

Fph;lim in equation (2) is the BATSE threshold flux for which
this rate has been measured. We adopted the 90% efficiency
peak flux threshold for BATSE, that is, Flim ¼ 0:424
photons s�1 (e.g., Mallozzi et al. 1996).

3. COMPARISON WITH DATA AND PREDICTIONS
FOR MORE SENSITIVE SURVEYS

To compare the theoretical distributions derived in x 2.2,
we require a sample of gamma-ray bursts whose values of
�br have been measured. The largest published sample of �br
values at the time of our work comes from the analysis of
28 bursts with redshifts and well-studied afterglow light
curves by Bloom et al. (2003). This list of 28 includes all
bursts with measured redshifts at this time. For all but four
some limit on �br was derived. The exceptions are GRB
970228, in which sparse data, together with a likely contri-
bution from a supernovae, make it difficult to interpret the
light curve; GRB 990506, for which no sufficient data exist;
GRB 980425, which had no optical counterpart; and GRB
021211, which is being analyzed at the time of writing. For
eight of the remaining 24, upper or lower limits were put on
the opening angle. We have not used these limits in our com-
parison. One could think that this would tend to have the
effect of narrowing our sample distribution. However,
the upper and lower limits do not tend to be at the edge of
the distribution of the measured opening angles (see Table 2
of Bloom et al. 2003). They therefore do not necessarily
reflect extreme cases but cases with lower quality data.
However, it should be noted that in three cases (GRBs
970828, 991216, and 990705) the confidence that indeed a
jet has been identified is weak, since the break was observed
in a single frequency only. Finally, we should remark that
the inferred values of �br have some uncertainties. These
values are indeed computed using the expression given in
Frail et al. (2001): �br / t

3=8
br ð1þ zÞ�3=8E

�1=8
iso �

1=8
� n1=8. The

measured values of tbr have relative errors within 30%, while
for the densities a value of n ¼ 10 cm�3 is assumed for the
five (of 16) cases for which the data quality did not allow a
self-consistent determination of the density through broad-
band afterglow modeling. Finally, Bloom et al. assumed a
constant value (�� ¼ 0:2) for the efficiency of the bursts.
Whereas the dependence on �� is weak, a large spread in this
not well-constrained quantity would introduce a further
source of error in the determination of tbr. The combination
of these caveats prevents a solid comparison of the data with
our predictions, and the following comparison should be
taken as a general guide for this type of analysis, while
showing that the observed distribution so far does not seem
to contradict the prediction of the structured jet hypothesis.

We performed aKolmogorov-Smirnov (KS) test to assess
the compatibility of the theoretical distributions with the
data, and we found (see Fig. 1) for the Rowan-Robinson
SFR a probability of �90% that the data are drawn from
the theoretical distribution. To have a reasonable agreement
with the data, a value T � 8 s is needed in the theoretical
model.

As shown in Figure 1, there is little difference in the results
(and in the required value of T to fit the data) between the
case in which the SFR drops rapidly after ze10 (model 1)
and that in which it keeps constant also at higher redshifts
(model 2). The similarity between the distributions in model
1 and model 2 is a consequence of the combined effect of the
decrease in volume at those high redshifts and the increased
time dilution of the observed rate. On the other hand, for
the same value of T (or equivalently peak luminosity), the
distribution that uses the Madau SFR (model 3) predicts
significantly more events with large angles. This is because
this star formation rate drops abruptly at redshift ze3–4,

Fig. 1.—Distribution of observed jet angles for different star formation
rates. In model 1 the Rowan-Robinson SFR is assumed up to z � 10, and a
rapid drop is assumed at larger redshifts as in the numerical simulations
of Gnedin & Ostriker. In model 2, no dropout is assumed for ze10,
while model 3 uses the Madau SRF. The histogram shows the observed
distribution from the data available so far for a sample of 16 bursts.
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and therefore there is not much gain in the number of small-
� (i.e., brighter) events that can be seen at higher redshifts. A
KS test showed that the model 3 distribution is consistent
with the data (at the 40% level) if the value T � 25 is used. A
lower value for the peak luminosity is needed to shift the
dn=d� distribution to lower � values.

For a jet model to be self-consistent it is necessary that, if
the distribution dn=d� has a good agreement with the data
for certain model parameters, the corresponding dn=dS
have a good agreement with the corresponding data for the
same set of parameters. We found that with T � 8 (as
required in model 1) the peak fluxes are within a factor of a
few for those bursts with measured �. More generally, when
comparing the theoretical dn=dS distribution with the all-
BATSE catalog we find a very good agreement for peak
fluxes in the range 1dPd15 photons cm�2 s�1 and a depar-
ture (as an overprediction) at higher fluxes. However, it
should be noted that, given the large number of bursts in the
BATSE catalog, a comparison with the dn=dS data distribu-
tion is much more sensitive to the model parameters than
the dn=d� comparison. In a recent analysis, Lloyd-
Ronnings, Fryer, & Ramirez-Ruiz (2002) found that a good
fit can be obtained with a luminosity function / L�2:2

(which would reduce the number of high-P bursts with
respect to our model) and a redshift evolution. Such a
detailed analysis is beyond the scope of this paper, given the
lack of a comparable wealth of data for the � distribution.5

On the other hand, we should remark that, if we adopt the
value T � 25 required to fit the dn=d� distribution with the
Madau SFR, then the luminosities that we predict are gen-
erally smaller than those measured for the bursts with
known redshift. Therefore, in the following we will use only
our model 1 with T ¼ 8 for further calculations. The corre-
sponding cumulative distribution is shown with the solid

line in the two panels in Figure 2, where it is compared with
the binned cumulative data. We should note that the size of
the bins in the figure has been chosen so that there is an
equal increment in the distribution for every new data point.
This gives a better visual idea of the data distribution but
does not reflect the actual magnitude of the errors as
described above.

Figure 3 shows the predicted evolution of the distribution
of observed break angles with increasing sensitivity of the
survey. In particular, we considered the 100% efficiency

5 It should also be noted that the value of the peak luminosity that best
fits the dn=d� distribution depends on the adopted value of the detection
efficiency, whichmay vary from burst to burst.

Fig. 2.—Left: Cumulative distribution for the SFR model 1, and various values of the jet core. Here �j ¼ �=2. Right: Cumulative distribution for the SFR
model 1, and various values of the jet aperture. Here �c ¼ 0.

Fig. 3.—Probability distribution for the observed jet angle � for different
values of the survey sensitivity threshold. The higher the sensitivity of the
survey, the larger the mean beaming angle � that is observed. Here �j ¼ �=2
and �c ¼ 0 for the SFRmodel 1.
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sensitivities corresponding to BATSE (solid line), HETE-2
and Swift (dashed line), and an intermediate sensitivity (dot-
ted line). An interesting prediction of the luminosity distri-
bution in equation (5) is that the average observed jet angle
is an increasing function of the survey sensitivity. There
are two counteracting effects that determine the average
observed jet angle �h i of the sample as a function of the sur-
vey sensitivity. As Flim decreases, zmax increases, bringing
into the sample a fraction of bursts with larger redshifts and
correspondingly smaller � (which are the most luminous).
On the other hand, the higher sensitivity also brings into the
sample a fraction of bursts with larger � at lower redshifts,
and this latter effect dominates the former, partly as a result
of the volume-reduced and time-dilated rate of the high-z
bursts.

4. EXTENSIONS

All the above results have been produced under the
assumption of a strict correlation between the total energy
of the burst and its peak flux. However, as discussed in x 2,
this relation has a scatter; therefore we have also investi-
gated the extent to which our results change when a disper-
sion in the distribution of the values of T (i.e., in relation [5])
is introduced. If we parameterize the scatter in T with a
probability distribution, PðTÞ, then the distribution of jet
angles (eq. [1]) is generalized to

dnð�Þ
d�

¼ 2� sin �

Z 1

0

dT PðTÞ
Z zmaxð�;TÞ

0

dz
RGRBðzÞ
ð1þ zÞ

dVðzÞ
dz

:

ð11Þ

We took the probability distribution for the scatter, PðTÞ,
to be a log-Gaussian distribution with mean equal to T ¼ 8
and studied the dependence of the break angle distribution
dn=d� on the width of the distribution �T . A K-S test shows
that with a scatter �T ¼ 0:3 the theoretical distribution is
still compatible with the data at the 80% level, while with
�T ¼ 0:5 the agreement is at the 40% level.

All the results so far have been derived under the assump-
tion of an energy distribution from the jet axis /��2 in the
interval 0 � � � �=2. However, close to the axis this diver-
gence must naturally have a cutoff, which we represent by a
core of size �c. We now explore how our results vary by
allowing for the presence of a core in the inner part of the jet
and an outer cutoff at some large angle �j, at which the lumi-
nosity drops rapidly to zero rather than following the profile
in equation (5). In this case the peak photon luminosity is
given by LPð�Þ as in equation (5) for �c < � < �j , and by
LPð� ¼ �cÞ for all the angles � � �c. Hence the cumulative �
distribution is given by

Nð< �Þ ¼

0 for � < �c ;Z �c

0

d�0
dn½�0; Lð�cÞ�

d�0
� Nc for � ¼ �c ;

Nc þ
Z �

�c

d�0
dn½�0; Lð�0Þ�

d�0
� Nj for �c < � < �j ;

Nj for � > �j :

8>>>>>>>><
>>>>>>>>:

ð12Þ

For the case in which the increase in luminosity saturates
at an angle �c from the jet axis (Fig. 2, left), the number of
observed bursts with break angle � < �c is smaller than the

corresponding number at the same observed � for the distri-
bution with �c ¼ 0 (solid line). This is because zmax saturates
to the value given by the solution of equation (2) with
L ¼ Lc for all � � �c, whereas when there is no core6 zmax is
larger for the jet angles � < �c. The situation is reversed in
the case of a jet with �c ¼ 0 but total aperture �j < �=2 (Fig.
2, right). The number of bursts with observed break angle
� > �j is zero. Therefore, for the normalization (i.e., total
number of observed bursts) to be the same for any �j, the
cumulative number Nð< �Þ for the case �j < �=2 must be
larger than the corresponding number for the case �j ¼ �=2
(solid line).

The probability remains of the same order by varying the
core angle �c in the range 0d�cd0:055 and drops as �c is
increased above 0.055 (which is the smallest angle in the
data set). Similarly, no significant variation in the probabil-
ity is found as the outer boundary of the jet angle, �j, is
decreased from �=2 to 0.55 rad, which is the largest
observed break angle. In short, the current data are too
poor to constrain either the size of the core, �c, or the outer
size of the jet, �j, beyond the trivial statement that this range
must include the range of observed opening angles. It
should, however, be remarked that, whereas the current
data on the observed tbr do not allow us to pin down the val-
ues of the model parameters �c and �j, the type of analysis
that we are proposing has the potential to further constrain
details of the model once a larger sample of jet opening
angles is gathered.

5. CONCLUSIONS

A natural framework for the interpretation of achromatic
breaks in the afterglow light curves is the presence of jets in
the GRB ejecta. There is, however, a certain degree of
degeneracy in the resulting light curves between the case in
which the jet has uniform energy profile and a sharp edge
and that in which it has instead a variable energy profile.
Distinguishing between the two scenarios is especially
important to have a proper estimate of the GRB event rates
and a better understanding of the physics of the GRB explo-
sion. A particularly useful discriminant of the two jet sce-
narios is the distribution of the observed break times, which
can be theoretically predicted in the structured jet model
and compared with the data.

In this paper, we have derived such a distribution and
compared it with the observed sample of data on tbr. We
found that the observed data set, altough a small sample,
is consistent with the predictions of the structured-jet
model. We should, however, remark that the alternative
‘‘ uniform ’’ model, in which there is a direct correlation
between the observed opening angle and the physical jet
angle, cannot be ruled out by this approach. However, if,
as more data become available, the agreement with the
predictions of the structured-jet model remains intact, it
would be very contrived to justify it within the framework
of the uniform jet. This model, in fact, does not make any
prediction for the distribution of opening angles. One
would then need to invoke an explanation for why there
is the same number of bursts for each logarithmic interval
of opening angle.

6 Note that when we say here ‘‘ no core ’’ or �c ¼ 0 we mean an infinitesi-
mally small core, as there would be a formal divergence in the energy if �c
were precisely equal to zero.
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Besides performing a first attempt to test the structured-
jet model, we have shown that this model offers a number of
predictions that may be testable with future, larger data sets.
The predicted opening angle distribution shown in Figure 1
(which assumes the BATSE detection threshold) has a dis-
tinct peak at � � 0:12 rad. We predict that future, more sen-
sitive missions will detect more bursts with large opening
angles. Specifically, we estimate that the opening angle dis-
tribution for the Swift mission will peak near � � 0:3 rad.
Surprisingly, in this model the average redshift is only a
weak function of the sensitivity, and consequently we expect
no increase in the average redshift detected by the next
generation of gamma-ray instruments.

Another prediction that the structured-jet model makes
regards the number of GRBs in the local universe. Our
‘‘ standard ’’ SFR model yields RGRBðz ¼ 0Þ � 0:5 Gpc�3

yr�1. By combining this with the local galactic density
�0.0048 Mpc�3 (Loveday et al. 1992) one obtains �0.1
GEM (galactic events per million year). This is an interest-
ing number for detection of local GRB remnants (Loeb &
Perna 1998; Efremov, Elmegreen, & Hodge 1998; Perna,
Raymond, & Loeb 2000; Perna & Raymond 2000). For the
uniform jet model, precise rates are more difficult to esti-

mate, as they depend on the assumed luminosity function or
equivalently on the intrinsic jet angle distribution, which is
not known a priori for this model. If one were to assume
that dn=d� / � as in the structured jet model, this would
result in a logarithmic correction factor 1þ log½ð�=2Þ=�c� to
the rate that we estimated here for the structured jet model.7

The total energy output of GRBs would, however, remain
the same, as in the structured jet model the total energy of
each burst is also corrected by a logarithmic factor with
respect to the total energy of each burst in the uniform case.
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