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ABSTRACT

The effect of the Hall term on the evolution of the magnetorotational instability (MRI) in weakly ionized
accretion disks is investigated using local axisymmetric simulations. First, we show that the Hall term has
important effects on the MRI when the temperature and density in the disk is below a few thousand K and
between 1013 and 1018 cm�3, respectively. Such conditions can occur in the quiescent phase of dwarf nova
disks, or in the inner part (inside 10–100 AU) of protoplanetary disks. When the Hall term is important, the
properties of theMRI are dependent on the direction of the magnetic field with respect to the angular velocity
vectorX. If the disk is threaded by a uniform vertical field oriented in the same sense asX, the axisymmetric
evolution of the MRI is an exponentially growing two-channel flow without saturation. When the field is
oppositely directed to X, however, small scale fluctuations prevent the nonlinear growth of the channel flow
and the MRI evolves into MHD turbulence. These results are anticipated from the characteristics of the lin-
ear dispersion relation. In axisymmetry on a field with zero-net flux, the evolution of the MRI is independent
of the size of the Hall term relative to the inductive term. The evolution in this case is determined mostly by
the effect of ohmic dissipation.

Subject headings: accretion, accretion disks — diffusion — instabilities — MHD — turbulence

1. INTRODUCTION

The structure and evolution of accretion disks are largely
determined by angular momentum transport processes.
One of the most promising processes is MHD turbulence
driven by the magnetorotational instability (MRI) (Balbus
&Hawley 1991). In ideal MHD, the growth rate of theMRI
is of the order of the orbital frequency �, and the character-
istic wavelength of the most unstable mode is 2�vA=�,
where vA is the Alfvén speed. The nonlinear regime of the
MRI has been well studied in ideal MHD using numerical
simulations. However, in some systems, accretion disks are
expected to be only partially ionized, and nonideal MHD
effects, which generally suppress the growth of the MRI,
must be considered. For example, the low temperatures of
accretion (protoplanetary) disks around young stellar
objects make thermal ionization processes ineffective, so
that the abundance of charged particles is very small, and
nonideal MHD effects are important (Gammie 1996; Stone
et al. 2000). Another example is provided by dwarf nova sys-
tems in quiescence. The temperature of the disk in this case
can be well below 104 K and the disk is only weakly ionized,
so that nonidealMHD effects are again important (Gammie
&Menou 1998).

There are three regimes in nonidealMHD associated with
the relative importance of different terms in the generalized
Ohm’s law (see x 2); they are the ambipolar diffusion, ohmic
dissipation, and Hall regimes. Which term dominates
depends on the ionization fraction and density of the gas.
Ambipolar diffusion is most important in regions of rela-
tively low density and high ionization (e.g., Reg}oos 1997).
The linear properties of the MRI in the ambipolar regime
have been explored by Blaes & Balbus (1994); they find
unstable modes exist when the collision frequency of an ion
with neutrals is higher than the orbital frequency. The non-
linear evolution of the MRI in this regime was examined by

Hawley & Stone (1998) using two fluid simulations. They
found that when the coupling between ions and neutrals is
weak, the turbulence in the ionized component of the
plasma excited by the MRI does not affect the motion of
neutrals very much, thus significant angular momentum
transport requires a greater coupling between the ions and
neutrals than that required for linear instability. Branden-
burg et al. (1995) andMac Low et al. (1995) also studied the
effect of the ambipolar diffusion in the strong coupling limit
in a fewmodels.

Ohmic dissipation becomes important when the ioniza-
tion fraction of the gas is very low. In this case, a linear anal-
ysis (Jin 1996; Sano & Miyama 1999) shows that small-
wavelength perturbations are damped, and the characteris-
tic wavelength of the MRI increases in comparison to the
ideal MHD case. The axisymmetric two-dimensional evolu-
tion of the MRI demonstrates that nonlinear saturation can
occur due to ohmic dissipation (Sano, Inutsuka, & Miyama
1998), even though the corresponding ideal MHD cases
show an ever-growing channel flow without saturation
(Hawley & Balbus 1992). Fleming, Stone, & Hawley (2000)
examined the nonlinear evolution using local three-dimen-
sional simulations; they found that dissipation weakens the
MHD turbulence. For significant turbulence and angular
momentum transport to occur, a critical value for the mag-
netic Reynolds number must be exceeded, and this value
depends on the field geometry in the disk.

Recently, linear analyses of the MRI in the Hall regime
have been presented by Wardle (1999) and Balbus & Ter-
quem (2001). The maximum growth rate and characteristic
wavelength of the MRI are strongly modified by the Hall
effect. Most interesting is that the linear properties of the
instability depend on the direction of the magnetic field.
This is because the dispersion relation for incompressible
Alfvén waves traveling along field lines is quite different in
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Hall MHD. In particular, the left- and right-circularly
polarized Alfvén waves have different phase velocities, and
these two waves interact with the Coriolis force in the disk
in different ways. One of these two waves is commonly
referred to as the whistler wave.

The purpose of this paper is to investigate the effect of the
Hall term on the nonlinear evolution of the MRI in axisym-
metry. When the Hall term is important, ohmic dissipation
often cannot be neglected (Balbus & Terquem 2001). Thus,
we solve an induction equation that includes both ohmic
dissipation and the Hall effect. The plan of this paper is as
follows. We examine when the Hall term becomes impor-
tant in dwarf nova and protoplanetary disks in x 2. Our
numerical method and the initial conditions are described in
x 3. The results of two-dimensional MHD simulations are
presented in x 4 for both a uniform and a zero-net flux verti-
cal field. The application of the results to actual accretion
disks is discussed in x 5, and our results are summarized in
x 6.

2. THE HALL REGIME IN ACCRETION DISKS

In this section we examine when the Hall term becomes
important in actual accretion disks. We consider a weakly
ionized fluid composed of ions, electrons, and neutrals.
Charged dust grains can be important in some situations
(Wardle & Ng 1999; Sano et al. 2000), because the ioniza-
tion fraction of the plasma is strongly affected by the abun-
dance and size distribution of the grains through
recombination processes on grain surface. If dust grains
with the interstellarMRN size distribution (Mathis, Rumpl,
& Nordsieck 1977) are considered, the Hall term is impor-
tant for densities between 107 and 1011 cm�3 (Wardle & Ng
1999). At these densities, negatively charged grains and pos-
itively charged ions are the dominant charge carriers. At
higher densities than 1011 cm�3, both the negative and posi-
tive charge carriers are grains, and the dynamics is domi-
nated by ohmic dissipation. The expected density of
protoplanetary disks is higher than the Hall regime in a
dusty plasma; thus, if dust is present most of the disk will be
in the ohmic dissipation regime (Wardle & Ng 1999). How-
ever, this assumes the dust grains are well mixed and are
unevolved. In fact, dust grains in the disk may grow in size
through collisions and/or sediment toward the midplane.
These evolutionary effects reduce the abundance of charged
grains, so that ions and electrons become the dominant
charge carriers even in very dense regions (Sano et al. 2000).
On the other hand, whether the gas flow in the disk is lami-
nar or turbulent can largely affect the evolution of the grains
(e.g., Cuzzi, Dobrovolskis, & Champney 1993; Hodgson &
Brandenburg 1998). Self-consistent models of dusty disks
which include the effects of gravitational settling, turbulent
mixing, and grain growth are beyond the scope of this
paper. The analysis presented here, which does not include
the effect of dust grains, could be applicable to protoplanet-
ary disks in the late stages of evolution. Dust is not expected
to be important in dwarf nova disks.

Charge neutrality, ne ¼ ni, is assumed, where ne and ni are
the number densities of electrons and ions, respectively. The
coupling between charged particles and neutrals depends on
the collision rate h�vi�, where � is i (ions) and e (electrons).
Here, we adopt the values h�vii ¼ 1:9� 10�9 cm3 s�1 and
h�vie ¼ 8:28� 10�10T1=2 cm3 s�1 (Draine, Roberge, & Dal-
garno 1983). The imperfect coupling between electrons and

neutrals results in a finite electrical conductivity,

�c ¼
e2ne
me�e

; ð1Þ

where e and me are the electron charge and mass. The elec-
tron-neutral collision frequency is �e ¼ nnh�vie, where nn is
the number density of neutrals. The associated magnetic dif-
fusivity is

� ¼ c2

4��c
; ð2Þ

where c is the speed of light. The cyclotron frequencies of
the ions and electrons are

!c� ¼ eB

m�c
; ð3Þ

where � is i and e.
The induction equation including the terms of the ohmic

dissipation, the Hall effect, and the ambipolar diffusion is
given by

@B

@t
¼

D

� v� B � 4��J

c
� J � B

ene
þ J � Bð Þ� B

c��i�

� �
; ð4Þ

where v is the neutral velocity and

J ¼ c

4�

D

� Bð Þ ð5Þ

is the current density. The drag coefficient is

� ¼ h�vii
mi þmn

; ð6Þ

where mi and mn ¼ lmH are the ion and neutral particle
mass, l is the mean molecular weight of the gas, and mH is
the mass of a hydrogen atom.

Here we estimate the relative magnitude of the four terms
on the right-hand side of the induction equation. Following
Balbus & Terquem (2001), we denote these terms (reading
from left to right) as I (inductive), O (ohmic), H (Hall), and
A (ambipolar). The ratiosA=H andH=O are given by

A

H
¼ !ci

��
; ð7Þ

and

H

O
¼ !ce

�e
: ð8Þ

Note that these ratios are determined only by microphysical
quantities. In this paper we define the Hall regime as the
conditions under which the Hall term is the largest of the
three nonideal MHD effects. From equations (7) and (8), in
the Hall regime electrons are coupled to the magnetic field
(!ce=�e > 1), but ions are not (!ci=�� < 1) because of the
collisions with neutrals. In low-density regions, both ions
and electrons are coupled to the magnetic field: this is the
ambipolar diffusion regime (A > H > O). On the other
hand, in the high-density regions, both the electrons and
ions are decoupled from the field, leading to the ohmic dissi-
pation regime (O > H > A). The density range of the Hall
regime is therefore intermediate between these two (see
below).
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The importance of each nonideal MHD effect relative to
the inductive term is

O

I
¼ �

VL
¼ ��

v2A
� Re�1

M ; ð9Þ

H

I
¼ cB

4�eneVL
¼ cB�

4�enev2A
� X

2
; ð10Þ

and
A

I
¼ B2

4���i�VL
¼ �

��i
ð11Þ

for the ohmic dissipation, the Hall effect, and the ambipolar
diffusion, respectively, where V and L are typical values for
the velocity and length scale in the fluid. We assume that V
is of the order of vA and that L ¼ vA=�, i.e., the characteris-
tic scale of the MRI. Equations (9) and (10) give the defini-
tion of two important nondimensional parameters; the
magnetic Reynolds number ReM and the Hall parameter X.
The relation between these two parameters is given by

H

O
¼ !ce

�e
¼ XReM

2
: ð12Þ

This is independent of the ionization fraction and the choice
of the typical scales V and L, and constrains the values of X
and ReM in the Hall regime. Note that the definition of the
Hall parameter X is the same as x in Balbus & Terquem
(2001) (in this paper we shall use x to denote one of the coor-
dinates in our computational domain). The importance of
the Hall effect is estimated by the ratio H=I , or X. In order
to evaluate this ratio in actual disks, we need to know the
number density of electrons ne. In the following subsections,
we calculate the ionization fraction, ne=nn, in dwarf nova
and protoplanetary disks.

2.1. Dwarf Nova Disks in Quiescence

In outburst, the typical temperature of dwarf nova disks
is over 104 K so that the gas is fully ionized (e.g., Cannizzo

1993). However, in quiescence the temperature is only a few
thousand K. The main source of free electrons at this tem-
perature is thermal ionization of Na, Al, and K. Assuming
the mean mass of ions is mi ¼ 30mH, and the neutrals are
hydrogen atoms (l ¼ 1:27), equations (7)–(9) give

A

H
¼ 3:0� 1013

nn

� �1=2
T

103 K

� �1=2 cs
vA

� ��1

; ð13Þ

H

O
¼ 7:8� 1017

nn

� �1=2
cs
vA

� ��1

; ð14Þ

and

O

I
¼1:1� 10�9 ne

nn

� ��1 T

103 K

� ��1=2

� cs
vA

� �2 M

M�

� �1=2 r

1010 cm

� ��3=2

; ð15Þ

where r is the distance from the central star, which has mass
M. For M ¼ M�, T ¼ 103 K, and vA=cs ¼ 1, the density
range of the Hall regime is 1013dnnd1018 cm�3. The typical
density of a dwarf nova disk in quiescence is nn � 1018 cm�3

(Gammie & Menou 1998), so that the disk is in the Hall
regime. The ratio H=O varies from unity to
160ðT=103 KÞ�1=2 in the Hall regime, so that

2djX jReMd320
T

103 K

� ��1=2

: ð16Þ

The ratios of nonideal MHD terms to the inductive term
in the induction equation (4) are functions of the ionization
fraction ne=nn. The electron density ne in dwarf nova disks
comes from solving the Saha equation for Na, Al, and K
assuming solar abundances. Figure 1 shows the ratios H=I ,
O=I , and A=I as a function of the number density of neu-
trals nn. We assume cs=vA ¼ 1 and r ¼ 1010 cm in this figure.
When the ratio H=I takes a value greater than unity, the
Hall effect changes the linear character of the MRI (Balbus

Fig. 1.—Ratios of nonideal MHD terms to the inductive term given by eqs. (9)–(11) for the case of a dwarf nova disk in quiescence for (a) T ¼ 3000 K and
(b) T ¼ 1500K.
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& Terquem 2001). This ratio is found to be very sensitive to
the temperature of the disk.

For T ¼ 3000 K, the typical value of jX j in the Hall
regime is 10�3 at nn � 1018 cm�3, so that the Hall term is
dominant, but not large enough to affect the linear growth
of the MRI. The magnetic Reynolds number ReM ¼ ðO=
IÞ�1 � 104 in this case, implying that ohmic dissipation is
also unimportant at this temperature. When ReMd1,
ohmic dissipation reduces the linear growth rate of theMRI
(Sano & Miyama 1999) and the amplitude of the Maxwell
stress at saturation (Sano & Inutsuka 2001). Note that we
use a different definition of ReM than Fleming et al. (2000),
which changes this critical value (see x 5.2). The ratios
shown in Figure 1 depend on the field strength, or cs=vA (see
eqs. [13]–[15]). The Hall parameter increases when cs=vA
increases because H=I ¼ jX j=2 / cs=vA. For the case with
cs=vA ¼ 1000, the Hall parameter is order unity, with a cor-
responding shift in the density range of the Hall regime to
1010dnnd1015 cm�3.

For T ¼ 1500 K, the Hall parameter jX j � 1, and the
Hall term can play an important role in the evolution of the
MRI. The magnetic Reynolds number ReM ¼ ðO=IÞ�1 �
1–100 at this temperature. Therefore, both the Hall effect
and ohmic dissipation are essential to the evolution of the
MRI in dwarf nova disks when the temperature is less than
1500 K.

2.2. Protoplanetary Disks

The temperatures of protoplanetary disks are very low, so
that the only sources of ionization are nonthermal, e.g., cos-
mic rays (Umebayashi & Nakano 1988; Gammie 1996), X-
rays (Igea & Glassgold 1999), and the decay of radioactive
elements. We shall briefly investigate which nonideal MHD
effects are important at different radii in the midplane of sev-
eral disk models.

We assume a power-law distribution for the column den-
sity� and the temperature T,

�ðrÞ ¼ �0

�
r

1 AU

��p1

ð17Þ

and

TðrÞ ¼ T0

�
r

1 AU

��p2

; ð18Þ

where the mass of the central star is set to beM ¼ M�. The
minimum-mass solar nebula is chosen as a fiducial model;
�0 ¼ 1:7� 103 g cm�2, p1 ¼ 3=2, T0 ¼ 280 K, and p2 ¼
1=2. The sound speed is csðrÞ ¼ ½kTðrÞ=lmH�1=2, where k is
the Boltzmann constant and l ¼ 2:34 is the mean molecular
weight. The angular velocity is �ðrÞ ¼ ðGM�=r3Þ1=2, where
G is the gravitational constant. For simplicity, cosmic rays
and radioactive elements are considered as the only sources
of ionization. The ionization rate due to cosmic rays, �CR, is
dominant because �CR is about 5 orders of magnitude larger
than the ionization rate due to radioactive elements �R. But
cosmic rays cannot penetrate into the disk more than the
attenuation length 	CR � 96 g cm�2 (Umebayashi &
Nakano 1981). Thus, the ionization rate at the midplane
decreases dramatically if the column density of the disk
exceeds vCR. The ionization rate at the midplane is given by

�ðrÞ � �CR exp � �ðrÞ
2	CR

� �
þ �R ; ð19Þ

where �CR � 10�17 s�1 and �R � 6:9� 10�23 s�1.

The ionization fraction at the ionization-recombination
equilibrium is approximately given by

ne
nn

¼

ffiffiffiffiffiffiffiffi
�


nn

s
; ð20Þ

where 
 ¼ 1:1� 10�7ðT=300 KÞ�1 is the dissociative
recombination rate (Millar, Farquhar, & Willacy 1997).
The number density of electrons ne is a function of nn at the
midplane, which is

nnðrÞ ¼
�ðrÞffiffiffi

�
p

lmHHðrÞ ; ð21Þ

where HðrÞ ¼ csðrÞ=�ðrÞ is the scale height of the disk. For
the magnetic field strength we simply assume cs=vA ¼ 1 or
10 at the midplane.

Figure 2 shows the radial distribution of the ratios H=I ,
O=I , and A=I at the midplane for the fiducial model with (a)
cs=vA ¼ 1 and (b) cs=vA ¼ 10. When cs=vA ¼ 1, the domi-
nant term is the Hall effect within 10 AU, while ambipolar
diffusion dominates in the outer parts of the disk. When the
collision frequency ��i=� ¼ ðA=IÞ�1 is greater than unity,
the disk is linearly unstable for axisymmetric perturbations
(Blaes & Balbus 1994). Thus, the outer region of the disk is
marginally unstable to theMRI.

From equation (14) the ratio H=O is always larger than
unity when the density of neutrals is nnd1018ðcs=vAÞ�2

cm�3. Note that this is independent of the ionization frac-
tion. Thus, the Hall effect is more important than ohmic dis-
sipation almost everywhere in protoplanetary disks. The
ratio H=O becomes larger as the density decreases, or the
distance from the star r increases. The outer part of the disk
has a higher ionization fraction because of its lower density.
This means that both H and O decrease as r increases. We
define rO and rH as the radii where the ratios O=I and H=I
equal unity. The Hall term is important within r < rH .

Protoplanetary disks can therefore be divided into three
regions: (1) r > rH , (2) rO < r < rH , and (3) r < rO. In the
outer part of the disk (r > rH ), both the Hall effect and
ohmic dissipation are unimportant (jX j < 1 and ReM41).
The critical radius rH is about 10 AU in the fiducial model
with cs=vA ¼ 1. At intermediate radii (rO < r < rH ), the
Hall term becomes important (jX j > 1) but ohmic dissipa-
tion still can be ignored (ReM > 1). For the region within
rO, the ionization fraction is so low that both effects are
important (jX j41 and ReM5 1). In the fiducial model the
critical radius rO � 1 AU. In the innermost part of the disk
rd0:1 AU, thermal ionization is efficient, and the gas
becomes well coupled to the magnetic field.

The critical radius rH is very sensitive to the field strength.
For example, almost all of the disk within 100 AU is in the
Hall regime for the case cs=vA ¼ 10, as shown by Figure 2b.
The Hall parameter increases from 1 to 105 as the radius r
decreases from 100 to 1 AU. The change in the critical
radius rO is small. Within r ¼ rO the magnetic Reynolds
number is very small (1–10�4). The ratio A=I is independent
of cs=vA.

The dependence of rH and rO on the distribution of the
column density is summarized in Table 1. Disk models with
p1 ¼ 3=2 and 1 are examined for two different disk masses
Mdisk. The dependence of the critical radii on p1 is very weak
in these cases. As the disk mass is increased, the density at
the midplane increases, so that the ionization fraction
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decreases and the critical radii shift outward in both cases.
The density at the midplane also increases when the temper-
ature decreases, because the scale height of the diskH is pro-
portional to T1=2 (see eq. [21]). Furthermore, the recom-
bination rate increases as the temperature decreases. Thus,
a lower temperature means a lower ionization fraction. If a
constant temperature T ¼ 10 K is assumed everywhere in
the disk, the critical radii become rO ¼ 2:9 AU and rH ¼ 36
AU for the fiducial� distribution with cs=vA ¼ 1.

In all of the models examined here, a large part of the disk
(r < rH � 10–100 AU) is in the Hall regime, while the inner
regions (r < rO � 1–5 AU) are very resistive (ReM < 1). As
discussed at the start of this section, this picture could be
modified by the effect of dust grains (Wardle & Ng 1999;
Sano et al. 2000).

3. NUMERICAL METHOD

3.1. Equations and Algorithms

We solve the equations of nonideal MHD in a local Car-
tesian frame of reference corotating with the disk at the
angular frequency � corresponding to a fiducial radius r0.

The coordinates in this frame, written in terms of cylindrical
coordinates (r, �, z), are x ¼ r� r0, y ¼ r0ð�� �tÞ, and z.
The vertical component of gravity is ignored in this paper.
For a small region Dr surrounding the fiducial radius r0,
with Dr5 r0, the basic equations are given by

@�

@t
þ v x

D

� ¼ ��

D

x v ; ð22Þ

@v

@t
þ v x

D

v ¼ �

D

P

�
þ J � B

c�
� 2X� vþ 2q�2xx̂x ; ð23Þ

@�

@t
þ v x

D

� ¼ �P

D

x v

�
þ 4��J2

c2�
; ð24Þ

@B

@t
¼

D

� v� B � 4��J

c
� J � B

ene

� �
�

D

� E ; ð25Þ

where � is the specific internal energy andE is the electromo-
tive force (EMF). The term 2q�2x in the equation of motion
(eq. [23]) is the tidal expansion of the effective potential with
a constant q ¼ 3=2 for a Keplerian disk. The gas is assumed
to be the ideal, with pressure P ¼ ð� � 1Þ�� and � ¼ 5=3.
The induction equation (25) includes terms for both ohmic
dissipation and the Hall effect.

These equations are solved using a finite-difference code
(Sano, Inutsuka, & Miyama 1999) in the local shearing box
developed by Hawley, Gammie, & Balbus (1995). The
hydrodynamics module of our scheme is based on a second-
order Godunov scheme (van Leer 1979) using a nonlinear
Riemann solver that is modified to account for the effect of
tangential magnetic fields. The evolution of the magnetic
field is calculated with the constrained transport (CT)
method (Evans & Hawley 1988), which guarantees the
divergence free condition of the field,

D

xB ¼ 0, is main-
tained. To extend the method to include nonideal MHD
effects, we use an operator split solution procedure. The
MoC-CT technique (Stone & Norman 1992) is used to
update the inductive term v� B in the EMF. The algorithm

TABLE 1

Critical Radii in Models of Protoplanetary Disk
a

cs=vA ¼ 1 cs=vA ¼ 10

�0 p1

Mdisk

(M�)
b

rO
(AU)

rH
(AU)

rO
(AU)

rH
(AU)

1.7� 103 ...... 3/2 0.024 1.4 8.9 4.0 76

1.7� 104 ...... 3/2 0.24 4.7 16 9.7 80

3.3� 102 ...... 1 0.024 0.58 8.4 2.9 76

3.3� 103 ...... 1 0.24 2.5 14 7.4 84

a The temperature distribution is assumed to be T0 ¼ 280 K and
p2 ¼ 1=2 for all models.

b The disk massMdisk is integrated from 0.1 to 100 AU.

Fig. 2.—Ratios of nonideal MHD terms to the inductive term given by eqs. (9)–(11) for the case of a protoplanetary disk with (a) cs=vA ¼ 1 and (b)
cs=vA ¼ 10.
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to update the Hall EMF, EH ¼ �J � B=ene, is described in
detail in the Appendix.

3.2. Initial Conditions

Our simulations begin with Keplerian shear flow, so that
in the corotating frame the azimuthal velocity is given by
vy0 ¼ �q�x. Two initial field configuration are considered
in this paper: a uniform vertical field Bz ¼ B0, and a zero-
net flux vertical field BzðxÞ ¼ B0 sinð2�x=LxÞ, where Lx is
the box size in the radial direction. Except for the shear
velocity, the initial state is uniform: � ¼ �0 and P ¼ P0.

The calculations are performed in a two-dimensional
region in the radial-vertical (x-z) plane, in a volume
bounded by x ¼ �H=2 and z ¼ �H=2, where H � ð2=
�Þ1=2cs0=� is the scale height of the disk. Most of the runs
use a standard grid resolution of 128� 128 with uniform
zoning. In the vertical direction, periodic boundary condi-
tion is used. For the radial boundary, a sheared periodic
boundary condition (Hawley & Balbus 1992) is adopted.
We choose normalizations with �0 ¼ 1, H ¼ 1, and
� ¼ 10�3. Then the sound velocity and gas pressure are ini-
tially 2c2s0=� ¼ 10�6 and P0 ¼ 5� 10�7, respectively. Initial
perturbations are introduced as spatially uncorrelated pres-
sure and velocity fluctuations. These fluctuations have a
zero mean value with a maximum amplitude of
j
Pj=P0 ¼ 10�2 and j
vj=cs0 ¼ 10�2.

This system is characterized by three nondimensional
parameters, 
0, ReM0, and X0. The initial plasma beta

0 ¼ ð2=�Þc2s0=v2A0 measures the initial field strength, where
vA0 ¼ B0=ð4��0Þ1=2. The magnetic Reynolds number
ReM0 ¼ v2A0=�� sets the value of the magnetic diffusivity �,
which is assumed to be spatially and temporally constant in
the calculation. The initial Hall parameter,

X0 ¼
cB0�

2�ene0v
2
A0

; ð26Þ

indicates the importance of the Hall effect and determines
the initial number density of electrons ne0. We assume the
electron abundance is constant throughout the calculation
and thus ne ¼ ne0�=�0. Our simulations show that the den-
sity fluctuations in the nonlinear regime are not large, so
that even if ne is assumed to be constant (i.e., ne ¼ ne0
throughout the simulation) there is little difference to the
results presented here.

3.3. Linear Growth Rate of the
Magnetorotational Instability

To test the accuracy of our numerical algorithms, as well
as to summarize the effect of the Hall term on the linear dis-
persion relation of the MRI, we first compare numerically
measured growth rates with the predictions of linear theory.
Balbus & Terquem (2001) derive the dispersion relation for
axisymmetric perturbations 
 / expðikzþ �tÞ on a uniform
vertical field B. Using the two nondimensional parameters
ReM and X defined by equations (9) and (10), the dispersion
equation can be written as

~��4 þ 2~kk2

ReM
~��3 þ C2~��

2 þ 2~kk2

ReM
~��2 þ ~kk2

� �
~��þ C0 ¼ 0 ; ð27Þ

C2 ¼ ~��2 þ 2~kk2 þ
~kk4

Re2M
þ

~kk2

4
X ~��2 � 4þ ~kk2X
� �

; ð28Þ

C0 ¼ ~kk2 1þ ~��2

4
X

� �
~��2 � 4þ ~kk2 1þ Xð Þ

h i
þ ~��2~kk4

Re2M
; ð29Þ

where ~�� ¼ �=�, ~kk ¼ kvA=�, and ~�� ¼ �=� is the epicyclic
frequency. A positive real root � implies an unstable expo-
nential growth of the mode.

Figure 3a shows the dispersion relations for ReM ¼ 100
and X ¼ 4, 0, �2, and �4. Since ReM41, the effect on
growth rates of theMRI is dominated by the Hall term. The
sign of the Hall parameter X is determined by the direction

Fig. 3.—Dispersion relation for axisymmetricMRImodes for the case with (a) ReM ¼ 100 and (b) ReM ¼ 1. Open circles depict the numerical growth rates
measured in two-dimensional numerical simulations.
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of the magnetic field relative to X. Positive (negative) X
denotes that the field direction is in the same (opposite)
sense ofX. Modes with a smaller wavenumber than the crit-
ical value kcrit are unstable for the MRI. When X is positive
the critical wavenumber decreases as the Hall parameter
increases. The maximum growth rate is independent of X
and has the value ~��max � 0:75, the same as the ideal MHD
case. For X < 0, the critical wavenumber ~kkcrit ! 1; the
MRI has no characteristic scale in this case. On the other
hand, for X 	 �4, no mode is linearly unstable to the axi-
symmetric MRI.

The dispersion relations for ReM ¼ 1 and X ¼ 4, 0, �2,
and �4 are shown in Figure 3b. Now the maximum growth
rates are significantly reduced by ohmic dissipation. Fields
oriented such that X is positive produce a larger growth rate
than those with negative X. The critical wavenumber for
negative X remains finite in this case, and X 	 �4 is always
linearly stable for all axisymmetric modes. Thus, the larger
Hall parameter jX j enhances the growth rate of the MRI in
some case (X41 at least at small k) and completely sup-
presses any growth in other case (X < �4), depending on
the field geometry.

Decreasing ReM further leads to even smaller growth
rates and critical wavenumbers. For example, at ReM ¼ 0:1
the maximum growth rate is ~��max ¼ 0:11 (0.037) for the case
of X ¼ 2 (�2), while the critical wavenumber is ~kkcrit ¼ 0:21
(0.12). These values are about an order of magnitude
smaller than the ideal MHD case.

We have measured the growth rate of the MRI using
numerical simulations with uniform Bz, 
0 ¼ 400, and
256� 256 grid zones. The simulations begin with very small
random perturbations, j
Pj=P0 ¼ 10�6 and j
vj=cs0 ¼ 10�6,
so that any growing modes should be well described by the
linear analysis during the first a few orbits of evolution. A
two-dimensional Fourier decomposition of the radial veloc-
ity vx is carried out at frequent time intervals, and the
growth rates are measured for modes with zero radial wave-
number, kx ¼ 0, between orbits 2 and 2.5. These numerical
growth rates are shown in Figure 3 by open circles. The
numerical growth rates reproduce the analytical dispersion
relation extremely well, each point is within a few percent of
the predicted linear value. This provides a powerful valida-
tion of the numerical method.

4. NONLINEAR EVOLUTION OF THE
MAGNETOROTATIONAL INSTABILITY

4.1. Two-dimensional Simulations with Uniform
Vertical Fields

In the ideal MHD case, the two-dimensional MRI on a
uniform Bz evolves into an exponentially growing channel
flow whose amplitude is unbounded (Hawley & Balbus
1992), although saturation at finite amplitude can occur
when ohmic dissipation is included (Sano et al. 1998). We
now examine how these results are changed by inclusion of
the Hall effect.

The initial field geometry for all models in this subsection
is a uniform vertical field Bz ¼ B0, where B0 is constant.
Various models with different ReM0 andX0 have been calcu-
lated and are listed in Table 2. The critical wavelength
�crit � 2�=kcrit and the maximum growth rate �max are
obtained from the dispersion equation (27). Hereafter hf i
denotes the volume-averaged value of f, while hhf ii denotes
the time- and volume-averaged value. The time averaging is
taken over the last 20 orbits of the calculation.

When the Hall parameter X0 is positive, the nonlinear
evolution of theMRI is quite similar to the caseX0 ¼ 0. For
all the models with ReM0e1 and X0 
 1, the nonlinear evo-
lution of the MRI goes into the two-channel flow as in the
ideal MHD cases. Figure 4 shows the time evolution of the
magnetic field lines in the ReM0 ¼ 10 andX0 ¼ 2 run (model
Z5). The gray color contours denote the radial velocity vx
normalized by the initial sound speed cs0. In this figure, time
is given in orbits trot ¼ 2�=�. In the linear phase (until
about 2 orbits), the modes with the most unstable wave-
length �MRI � 2�vA=� dominate. However, because many
other unstable modes are also growing, in the nonlinear
regime they strongly interact leading to a transient phase of
MHD turbulence.

In the turbulent phase, the vertical component of the field
is amplified, and the characteristic length of the MRI in the
vertical direction becomes longer. Thus, at late times the
magnetic field and velocity are dominated by larger struc-
tures. The final state shown by the last panel of Figure 4 is
quite similar to the ideal MHD case (Hawley & Balbus
1992). The magnetic field lines are almost horizontal, and
two radial streams, one inward and the other outward,

TABLE 2

Uniform Bz Simulations

Model Size Grid 
0 ReM0 X0 �crit=H �max/� Orbits

Z1 ......... H �H 128� 128 3200 100 2 0.11 0.75 4.5

Z2 ......... H �H 128� 128 3200 100 0 0.064 0.74 5.9

Z3 ......... H �H 128� 128 3200 100 �2 0.0 0.70 50

Z4 ......... H �H 128� 128 3200 100 �5 . . . . . . 50

Z5 ......... H �H 128� 128 3200 10 2 0.11 0.72 5.0

Z6 ......... H �H 128� 128 3200 10 0 0.064 0.70 5.4

Z7 ......... H �H 128� 128 3200 10 �2 0.0 0.60 50

Z8 ......... H �H 128� 128 3200 10 �5 . . . . . . 50

Z9 ......... H �H 128� 128 3200 1 2 0.12 0.51 6.4

Z10 ....... H �H 128� 128 3200 1 0 0.091 0.43 9.7

Z11 ....... H �H 128� 128 3200 1 �2 0.064 0.28 50

Z12 ....... H �H 128� 128 3200 1 �5 . . . . . . 50

Z13 ....... 2H � 2H 128� 128 3200 0.1 2 0.54 0.11 100

Z14 ....... 2H � 2H 128� 128 3200 0.1 0 0.64 0.074 100

Z15 ....... 2H � 2H 128� 128 3200 0.1 �2 0.91 0.037 100

Z16 ....... 2H � 2H 128� 128 3200 0.1 �5 . . . . . . 100
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occupy the computational box. The increase of the magnetic
energy continues without saturation until it exceeds 10P0

and the calculation is stopped.
Figure 5 shows the time evolution of the volume-averaged

magnetic energy hB2=8�i for models with X0 ¼ 2, 0, and �2
(model Z5, Z6, and Z7). The magnetic Reynolds number of
these models is ReM0 ¼ 10. As mentioned above, theX0 ¼ 2
and 0 runs show unbounded exponential growth. Interest-
ingly, the X0 ¼ �2 run shows amplification of the magnetic
energy by an order of magnitude during the linear phase,
followed by saturation at finite amplitude. This amplitude is
sustained for at least 50 orbits.

We find that the growth of theMRI saturates for all mod-
els with X0 < 0. Figure 6 shows images of typical time evo-
lution of the field lines in a saturated model (Z7). The
angular momentum perturbations 
vy ¼ vy � vy0 are also
shown by gray color contours. Obviously, smaller scale fluc-
tuations are amplified in the linear phase compared to the
model with X0 ¼ 2 (shown in Fig. 4). Larger scale structures
do not dominate at the nonlinear stage for X0 < 0, because
small-wavelength perturbations are always unstable even
after the field is amplified by theMRI (see x 5.1).

The nonlinear stage of model Z7 is MHD turbulence as
shown by the last panel of Figure 6. The efficiency of angu-
lar momentum transport is measured by the turbulent stress
wxy, which is the sum of the Maxwell stress, �BxBy=4�, and

Fig. 4.—Magnetic field lines (solid ) and radial velocity, 
vx=cs0 (gray color) in model Z5 (
0 ¼ 3200, ReM0 ¼ 10, andX0 ¼ 2) at orbits 1.5, 2, 3, and 5

Fig. 5.—Time evolution of the volume-averaged magnetic energy
hB2=8�i=P0 for model Z5 (X0 ¼ 2), Z6 (X0 ¼ 0), and Z7 (X0 ¼ �2). The
plasma beta and the magnetic Reynolds number of these models are

0 ¼ 3200 andReM0 ¼ 10.
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the Reynolds stress, �vx
vy. The � parameter of Shakura &
Sunyaev (1973) can then be expressed as � ¼ wxy=P0. The
Maxwell stress is well-correlated with the magnetic energy,
so that the time evolution of the stress is similar to that of
the magnetic energy shown by Figure 5.We find that the sat-
uration level of the Maxwell and Reynolds stresses are
almost the same in model Z7. The time- and volume-aver-
aged stresses are hh�BxBy=4�ii=P0 ¼ 1:4� 10�3 and
hh�vx
vyii=P0 ¼ 1:3� 10�3. The turbulence in this case is
slightly anisotropic: the components of the magnetic and
perturbed kinetic energy are hhB2

yii ¼ 4:6hhB2
xii ¼ 1:8hhB2

zii
and hh�
v2yii ¼ 1:2hh�v2xii ¼ 1:4hh�v2zii.

The effective Hall parameter in the nonlinear regime is
defined as

Xeff �
cBz�

2�enev
2
A

¼ 2c�Bz�

eneB2
: ð30Þ

Because the Hall parameter is inversely proportional to the
field strength, the volume-averaged value jhXeffij decreases
as the field is amplified. The time-averaged value is
hhXeffii ¼ �0:16 for model Z7, which started with X0 ¼ �2.
At the end of model Z5, the volume-averaged effective Hall
parameter is hXeffi � 10�4. The sign of hXeffi remains
unchanged for both models. Thus, the importance of the

Hall term becomes smaller as the MRI amplifies the field
strength in the disk. When the field is amplified, the mag-
netic Reynolds number at the nonlinear stage hv2Az=��i
increases, and then ohmic dissipation also becomes less
effective (Sano et al. 1998).

When ReM0 < 1, the growth of the MRI saturates even
without the Hall term (Sano et al. 1998). Thus, we find the
Hall term has less effect in this case: the nonlinear evolution
with X0 ¼ �2 is quite similar to that ofX0 ¼ 0. Ohmic dissi-
pation controls the MRI in these cases, and the dependence
on X0 is very small except for the linear growth rate. Figure
7 shows the time evolution of the azimuthal component of
the magnetic energy hB2

y=8�i for the models with
ReM0 ¼ 0:1 and X0 ¼ 2, 0, and �2 (model Z13, Z14, and
Z15). The linear growth phase continues until a few tens of
orbits because of the small growth rates in these models.
The magnetic energy is amplified up to the initial thermal
energy �P0 for all the models. However, the energy is not
sustained and finally dies out after 100 orbits. The Maxwell
stress at the end of the calculation is very small for these
cases, hh�BxBy=4�ii=P0 � 10�9.

Although the magnetic field returns to its initial configu-
ration after 100 orbits, we do not see the MRI reemerge. In
three dimensions, reemergence of the MRI on the back-
ground field (which can never be dissipated) leads to strong

Fig. 6.—Magnetic field lines (solid ) and angular momentum perturbation, 
vy=cs0 (gray color) in model Z5 (
0 ¼ 3200, ReM0 ¼ 10, and X0 ¼ �2) at orbits
2, 3, 5, and 10.
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fluctuations in, e.g., the Maxwell stress (Fleming et al.
2000). In these two-dimensional simulations, the magnetic
and perturbed kinetic energy is nearly comparable at the
end of the linear growth phase, so that the kinetic energy is
h�
v2=2i � 0:2P04B2

0=8�. After that, the magnetic energy
starts decaying while the kinetic energy remains larger than
its initial value. The kinetic energy is contained mostly in
velocity along the field (vertical) direction. This flow is sub-
thermal but super Alfvénic; this may suppress further
growth of theMRI.

The evolution of the MRI on uniform vertical fields in
two dimensions is summarized by Figure 8. The character of
the nonlinear regime in the two-dimensional parameter
space defined by ReM0 and X0 is denoted by open circles for
simulations that result in unbounded growth of the channel
solution, filled circles for simulations that result in satura-
tion and eventual decay, and crosses for simulations that
show no growth at all. We find that when ReM0e1 and
X0 
 0, an unbounded two-channel flow emerges in the
nonlinear regime. Saturation at finite amplitude occurs

whenX0 < 0 or ReM0d1. Finally, ifX0 < �4, all modes are
stable: no linear growth can be seen for the models with
X0 ¼ �5 (model Z4, Z8, Z12, and Z16) shown by crosses in
the figure.

4.2. Two-dimensional Simulations with Zero-Net Flux
Vertical Fields

Next we consider models with a zero-net flux vertical
field, BzðxÞ ¼ B0 sinð2�x=LxÞ. In the ideal MHD case with
this initial field, the MRI evolves into a transient phase of
MHD turbulence that eventually dies away (Hawley & Bal-
bus 1992). For this initial field, the Hall parameter is given
by X ðxÞ ¼ X0= sinð2�x=LxÞ, where X0 ¼ 2c�0�=ene0B0.
Thus, the region x < 0 has positive X, while the region
x > 0 has negative X, and the minimum of jXðxÞj is X0.
Table 3 lists the models computed with a zero-net flux. The
initial plasma beta 
0, the critical wavelength �crit, and the

TABLE 3

Zero-Net Flux Bz Simulations

Model Size Grid 
0 ReM0 X0 �crit=H �max/� Orbits

S1.......... H �H 128� 128 3200 100 0 0.064 0.74 100

S2.......... H �H 128� 128 3200 100 2 0.11 0.75 100

S3.......... H �H 128� 128 3200 10 0 0.064 0.70 100

S4.......... H �H 128� 128 3200 10 2 0.11 0.72 100

S5.......... H �H 128� 128 3200 1 0 0.091 0.43 100

S6.......... H �H 128� 128 3200 1 2 0.12 0.51 100

S7.......... H �H 128� 128 3200 1 10 0.22 0.64 100

S8.......... H �H 128� 128 3200 1 100 0.65 0.74 10

S9.......... H �H 128� 128 3200 0.1 0 0.64 0.074 50

S10........ H �H 128� 128 3200 0.1 10 0.40 0.23 50

S11........ H �H 128� 128 3200 0.1 100 0.66 0.62 50

S12........ H �H 128� 128 3200 0.1 1000 2.0 0.74 50

Fig. 7.—Time evolution of the azimuthal component of the magnetic
energy hB2

y=8�i=P0 for model Z13 (X0 ¼ 2), Z14 (X0 ¼ 0), and Z15
(X0 ¼ �2). The plasma beta and the magnetic Reynolds number of these
models are 
0 ¼ 3200 andReM0 ¼ 0:1.

Fig. 8.—Final state for calculated disk models with a uniform vertical
field. Filled circles denote models in which the growth of the MRI saturates
as MHD turbulence in the nonlinear stage. Open circles denote models
which evolve into a channel flow that grows without bound. Crosses denote
models which are linearly stable to the MRI. The parameter space (X0,
ReM0) is divided into four regions shown by the dotted lines according to
the characteristic of the linear dispersion relation (see x 5.1).
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maximum growth rate �max are given for Bz ¼ B0 and
X ¼ X0.

Figure 9 shows images of the magnetic energy in model
S2, with ReM0 ¼ 100 and X0 ¼ 2. The velocity field is also
shown by arrows. Most of the region with negative X is sta-
ble because the Hall parameter X < �4. The growth of the
MRI is seen mainly in the region with positive X, as evident
in the first panel of Figure 9. The growth in x < 0 gradually
affects the structure of the region x > 0. The amplified mag-
netic field spreads across the entire computational domain
by 3 orbits, after that the amplified magnetic energy is sus-
tained for at least 100 orbits.

Figure 10 shows the time evolution of the magnetic
energy for ReM0 ¼ 100, 10, and 1 with and without the Hall
term (X0 ¼ 0 and 2). For the ReM0 ¼ 100 and 10 runs, the
magnetic energy is sustained until 100 orbits. In the turbu-
lent state the magnetic and the perturbed kinetic energy are
equipartitioned. Since the vertical component of the mag-
netic energy, which is the seed of the MRI, continues decay-
ing throughout the evolution, the activity of the turbulence
gradually weakens over time in both runs. Therefore, active
MHD turbulence is a transient phenomenon in these cases.
When ReM0 ¼ 100, the Maxwell stress at the end of the cal-
culation is hh�BxBy=4�ii=P0 ¼ 1:6� 10�5 and 2:4� 10�8

in the X0 ¼ 0 and 2 run, respectively. Only the toroidal field
remains at late phases of the evolution. In two dimensions, a

Fig. 9.—Magnetic field energy, logðB2=8�P0Þ (gray color), and velocity field (arrows) in model S2 (
0 ¼ 3200, ReM0 ¼ 100, and X0 ¼ 2) at orbits 1.5, 2, 3,
and 5.

Fig. 10.—Time evolution of the magnetic energy hhB2=8�ii=P0 for
model S1 (ReM0 ¼ 100 and X0 ¼ 0), S2 (ReM0 ¼ 100 and X0 ¼ 2), S3
(ReM0 ¼ 10 and X0 ¼ 0), S4 (ReM0 ¼ 10 and X0 ¼ 2), S5 (ReM0 ¼ 1 and
X0 ¼ 0), and S6 (ReM0 ¼ 1 andX0 ¼ 2). The plasma beta of these models is

0 ¼ 3200.
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disk with a purely toroidal field is stable to the MRI. How-
ever, nonaxisymmetric unstable modes could grow from the
toroidal field and sustain MHD turbulence in three
dimensions.

The evolution of more resistive models with ReM0 ¼ 1
and X0 ¼ 0 and 2 is quite different. The magnetic energy is
amplified for several orbits, but then dies out. The decay
time of the magnetic energy is about 5 orbits. The diffusion
time tdiff of magnetic fields for a length scale l is given by

tdiff
trot

¼ l2

�trot
¼ 5:1� 102ReM0


0

3200

� �
l

H

� �2

: ð31Þ

Thus, the decay time corresponds to the diffusion time tdiff
with l � 0:1H � �crit.

The Hall parameter can take values up to about
100=ReM0 (see eq. [16]) when the disk is in the Hall regime.
Thus, a small magnetic Reynolds number ReM0 may give a
very large Hall parameter X0. Since the growth rate of the
MRI is enhanced by large X0 at small ReM0, it is important
to examine whether significant growth can occur in models
with very large X0. Models S7 and S8 have ReM0 ¼ 1, and
X0 ¼ 10 and 100, respectively. The evolution of the X0 ¼ 10
run shows decay of the magnetic energy similar to the
X0 ¼ 2 run (model S6). On the other hand, for X0 ¼ 100,
active turbulence is initiated and sustained for at least 10
orbits. Figure 11 shows the time evolution of each compo-
nent of the magnetic field in this run. As in the other active
turbulent models, the Maxwell stress is strongly correlated
with the magnetic energy and the time evolution of the stress
is resemble to that of the magnetic energy. The stress is
amplified up to 10�3P0 and sustained until 10 orbits. This
saturation level is comparable to or slightly larger than
those in the less resistive models (ReM0 ¼ 100, 10) at the
same phase.

For more resistive models with ReM0 ¼ 0:1, the nonlinear
evolution in all cases (models S9–S12) shows rapid decay of
the magnetic field even with very large X0. The decay time-
scale of the magnetic energy is very short, about an orbit. In

theX0 ¼ 1000 run with ReM0 ¼ 0:1 (model S12), the critical
wavelength of the MRI is longer than the scale height of the
disk H, or the vertical box size. No linear growth of the
MRI can be seen in the calculation, nor would the MRI be
present for these parameters in actual disks.

5. DISCUSSION

5.1. Interpretation of the Two-dimensional Evolution

The axisymmetric MRI evolves into a channel flow or
MHD turbulence, depending on the parameters ReM0 and
X0 (provided linearly unstable modes exist at all). The
results summarized in Figure 8 reflect the linear properties
of the MRI. From the dispersion relation, the parameter
space X0 > �4 can be divided into three regions, as shown
by dotted lines in Figure 8. When ReM0e1 and X0 
 0, the
characteristic wavelength of the MRI is proportional to
vA=�, and a critical wavelength exists. For this case, the evo-
lution of the MRI shows an inverse cascade of the magnetic
energy, and a two-channel flow emerges without saturation.
This is because the characteristic scale increases as the field
strength is amplified by the growth of the MRI. In the sec-
ond region (ReM0d1), the dispersion relation has a critical
wavelength, but the most unstable wavelength is propor-
tional to �=vA, that is inversely proportional to the field
strength. In the third region (X0 < 0), there is no character-
istic scale of the MRI. Then smaller scale fluctuations are
always unstable. Therefore, models in these last two regions
show no evidence for an inverse cascade; instead they evolve
intoMHD turbulence.

Models with 
 ¼ 800 also show the same characteristics
as the models plotted in Figure 8, implying these results are
independent of the initial field strength. Estimation of the
saturated amplitude of the Maxwell stress, which deter-
mines the efficiency of angular momentum transport in
actual accretion disks, requires three-dimensional simula-
tions of the MRI. In three-dimensional simulations that
include only the ohmic dissipation, the saturation amplitude
of the Maxwell stress is larger if the MRI has an inverse cas-
cade (Sano & Inutsuka 2001). Local three-dimensional sim-
ulations of the MRI in Hall MHD are presented in Sano &
Stone (2002).

5.2. Definition ofMagnetic Reynolds Number

In this paper we have defined the magnetic Reynolds
number as ReM ¼ v2A=��, and used ReM0 to denote the
value of this number in the initial state. Both a linear analy-
sis of the MRI including ohmic dissipation, as well as local
three-dimensional simulations with an initial uniform verti-
cal field reveal that the critical number required to generate
significant MHD turbulence and angular momentum trans-
port is ReM0 � 1 (Sano & Inutsuka 2001). If ReM0 > 1 the
evolution and saturated state of the MRI is little changed
from the ideal MHD case, whereas if ReM0 < 1 the growth
rates and amplitude of the saturated state are both signifi-
cantly reduced compared to the ideal MHD case.

In actual accretion disks, there is a minimum value for
ReM that results from the requirement that the critical
wavelength of unstable modes in the very resistive regime
�MRI � �=vA be less than the disk thickness H (Sano &
Miyama 1999). This requires ReM0 > vA=cs, which can also
be used as a stability criterion (Gammie 1996; Igea & Glass-
gold 1999; Sano et al. 2000). If the field strength of accretion

Fig. 11.—Time evolution of each component of the magnetic energy and
theMaxwell stress in model S8 (
0 ¼ 3200, ReM0 ¼ 1, andX0 ¼ 100).
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disks is subthermal and vA=cs < ReM0 < 1, the MRI will be
present, but the growth rate, saturated amplitude, and
angular momentum transport rate will all be reduced com-
pared to the ideal MHD case. In practice, the largest value
for the ratio vA=cs that can be reached in an accretion disk is
probably unity (otherwise the field will escape the disk via
buoyancy). In this case, the magnetic Reynolds number
becomes Re0M ¼ c2s=�� (Gammie & Menou 1998; Fleming
et al. 2000), with the critical value measured from three-
dimensional simulations about 104. This last form is inde-
pendent of the magnetic field strength in the disk, and there-
fore can be measured more easily with observations.
However, even if the observed Re0M is below the critical
value 104, theMRImay still operate if 0:01dvA=cs < 1.

6. SUMMARY

We have shown that in both dwarf nova disks in quies-
cence, and in protoplanetary disks around young stars, the
Hall term can be important to the linear properties of the
MRI, and therefore must be included in realistic models of
these systems. Next, we investigated the nonlinear evolution
of the MRI in Hall MHD using axisymmetric two-dimen-
sional simulations. Although three-dimensional simulations
are essential for evaluating the efficiency of angular momen-
tum transport in accretion disks, understanding the two-
dimensional evolution will be very helpful to the interpreta-
tion of three-dimensional results. Fully three-dimensional
simulations of the nonlinear regime of the MRI in Hall
MHD are presented in a companion paper (Sano & Stone
2002).

Our findings are summarized as follows.

1. For dwarf nova disks in quiescence, both the Hall
effect and ohmic dissipation are very important when the

temperature is less than about 1500 K. The importance of
these effects is very sensitive to the temperature of the disk.
2. In the region rdrH in protoplanetary disks, the Hall

term dominates over ohmic dissipation and ambipolar diffu-
sion, assuming dust grains have settled out to the midplane.
The critical radius rH � 10 100 AU, and it depends mainly
on the magnetic field strength in the disk. Inside a radius of
rO � 1 5 AU, ohmic dissipation suppresses all modes of the
MRI, except within about 0.1 AU where thermal ionization
becomes important. If dust grains with the same size distri-
bution as interstellar grains are well mixed throughout the
disk (i.e., they have not settled to the midplane), rO increases
dramatically, and the entire disk is dominated by ohmic
dissipation.
3. For models with an initially uniform Bz, the MRI

evolves into either a two-channel flow which grows without
bound (for ReM0e1 and X0 
 0), or saturates as MHD tur-
bulence (for ReM0d1 or X0 < 0). If ReM0d1, saturation of
the MRI occurs, but the amplified magnetic field eventually
dies out.
4. For models with an initial zero-net flux vertical field,

the MRI saturates as MHD turbulence, which either is sus-
tained or eventually dies away depending on ReM0. In this
case, the evolution is determined mostly by the effect of
ohmic dissipation and has little dependence on the Hall
parameterX0.

We thank Steven Balbus, Caroline Terquem, and Neal
Turner for helpful discussions. Computations were carried
out on VPP5000 at the National Astronomical Observatory
of Japan and VPP700 at the Subaru Telescope, NAOJ.

APPENDIX

ALGORITHM FOR THE CALCULATION OF THE HALL TERM

We adopt an operator split solution procedure for the update of the magnetic field. Following the constraint transport
method (Evans & Hawley 1988), the Hall electromotive force (EMF) EH is calculated at the zone boundaries. For simplicity
the one-dimensional algorithm (in the x direction) is described here; the extension to multiple dimensions is straightforward.
In the one-dimensional case, the tangential components of the magnetic field and EMF are defined at the zone center and zone
boundary, respectively, and the x component of the magnetic field is constant Bx.

The change of the magnetic field due to the Hall EMF is given by

@B

@t
¼

D

� EH ¼

D

� �QH

D

� Bð Þ� B½ � ; ðA1Þ

whereQH ¼ c=4�ene is assumed to be constant. Each component of the induction equation (A1) is written as

@By

@t
¼ � @EHz

@x
¼ QHBx

@2Bz

@x2
; ðA2Þ

@Bz

@t
¼ @EHy

@x
¼ �QHBx

@2By

@x2
; ðA3Þ

where

EHy ¼ �QHBx
@By

@x
; ðA4Þ

EHz ¼ �QHBx
@Bz

@x
: ðA5Þ
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For the update from tn to tnþ1, the partially time-advanced values of the Hall EMF E
nþ1=2
H at tnþ1=2 are needed. From equa-

tions (A4) and (A5), the time-advanced Hall EMF at a zone x ¼ i and tnþ1=2 is given by

E
nþ1=2
Hy;i ¼ �QHBx

B
nþ1=2
y;i � B

nþ1=2
y;i�1

Dx
; ðA6Þ

E
nþ1=2
Hz;i ¼ �QHBx

B
nþ1=2
z;i � B

nþ1=2
z;i�1

Dx
; ðA7Þ

where Dx is the grid scale. To evaluate Bnþ1=2, we use equations (A2) and (A3); the induction equation including only the Hall
EMF. Then the partial update of By and Bz is given by

B
nþ1=2
y;i ¼ Bn

y;i þ
Dt

2
QHBx

Bn
z;iþ1 � 2Bn

z;i þ Bn
z;i�1

ðDxÞ2
; ðA8Þ

B
nþ1=2
z;i ¼ Bn

z;i �
Dt

2
QHBx

Bn
y;iþ1 � 2Bn

y;i þ Bn
y;i�1

ðDxÞ2
; ðA9Þ

where Dt is the time step.
Since our update of the Hall term is time explicit, we also must add a new time step constraint. The frequency of the whistler

wave is approximately given by ! � QHBxk2, where k is the wavenumber, thus the group velocity is 2QHBxk. The new con-
straint on the time step is then

Dt 	 Dx

2QHBxk
� ðDxÞ2

4�QHBx
; ðA10Þ

where we assume k ¼ 2�=Dx.
In addition to checking the numerical growth rates of the MRI in Hall MHD with the predictions of linear theory (Fig. 3),

we have also tested our algorithm by comparing the numerically measured phase velocity of whistler waves with the linear dis-
persion relation. For this test, we adopt a uniform density � and a uniform magnetic field parallel to the x-axis, Bx

(By ¼ Bz ¼ 0), and consider the propagation of linear waves proportional to exp iðkx� !tÞ in the incompressible limit. The
dispersion equation without the Hall effect is !2 ¼ v2Ak

2, where v2A ¼ B2
x=4��. If the Hall term is included, the dispersion equa-

tion is then written as

ð!2 � v2Ak
2Þ2 ¼ Q2

HB
2
xk

4!2 : ðA11Þ

Figure 12 shows the dispersion relation obtained from equation (A11). Due to the Hall effect, the Alfvén wave (!=vAk ¼ 1)
splits into left- and right-circularly polarized waves. The right (whistler) wave can propagate much faster than the Alfvén
wave. Numerically obtained phase velocities are also shown in the figure by open circles. Each mode is calculated using a one-
dimensional simulation of the propagation of a linear wave with 32 grid zones per a wavelength. The numerically measured
phased velocities agree with the dispersion relation very well (better than 1%). This shows that our algorithm accurately cap-
tures the characteristics of Hall MHD.

Fig. 12.—Dispersion relation of the left- and right-circularly polarized wave traveling along field lines. The Alfvén wave for the case without the Hall effect
(!=vAk ¼ 1) is shown by dotted line for comparison. Open circles denote numerically measured phase velocity in one-dimensional simulations.
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