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ABSTRACT
We analyze a new large-scale (100 h~1 Mpc) numerical hydrodynamic simulation of the popular

"CDM cosmological model, including in our treatment dark matter, gas, and star formation, on the
basis of standard physical processes. The method, applied with a numerical resolution of \200 h~1 kpc
(which is still quite coarse for following individual galaxies, especially in dense regions), attempts to esti-
mate where and when galaxies form. We then compare the smoothed galaxy distribution with the
smoothed mass distribution to determine the ““ bias,ÏÏ deÐned as on scales thatb 4 (dM/M)gal/(dM/M)total,are large compared to the code numerical resolution (on the basis of resolution tests given in the Appen-
dix of this paper). We Ðnd that (holding all variables constant except the quoted one) bias increases with
decreasing scale, with increasing galactic age or metallicity, and with increasing redshift of observations.
At the 8 h~1 Mpc Ðducial comoving scale, bias (for bright regions) is 1.35 at z\ 0, reaching to 3.6 at
z\ 3, both numbers being consistent with extant observations. We also Ðnd that (10È20) h~1 Mpc voids
in the distribution of luminous objects are as observed (i.e., observed voids are not an argument against
cold dark matter [CDM]Èlike models), and Ðnally that the younger systems should show a colder
Hubble Ñow than do the early-type galaxies (a testable proposition). Surprisingly, little evolution is
found in the amplitude of the smoothed galaxy-galaxy correlation function (as a function of comoving
separation). Testing this prediction against observations will allow a comparison between this work and
that of Kau†mann et al., which is based on a di†erent physical modeling method.
Subject headings : galaxies : clusters : general È galaxies : formation È large-scale structure of universe È

methods : n-body simulations

1. INTRODUCTION

The spatial distribution of galaxies provides the core data
on which cosmological theories for the growth of structure
are based. Spatial correlations, peculiar velocities, voids,
etc. have provided the primary evidence for the growth of
structure due to gravitational instabilities. However, the
theories developed to model this growth of structure largely
treat the collisionless dark matter, thought to provide the
bulk of the mass density in the universe, rather than the
observables, the stellar parts of galaxies. Current estimates
would put the ratio of the mass densities of these two com-
ponents at about 100, so the poten-)dm/)
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tial Ñuctuations (except on the smallest scales, *r \ 104 pc)
are dominated by dark matter mass Ñuctuations. To accom-
modate this dichotomy between observables and comput-
ables, the concept of ““ bias,ÏÏ b, was developed (e.g., Davis et
al. 1985) to bridge the gap. Treated at Ðrst as (what it was) a
convenient way of parameterizing our ignorance, it has
developed a life of its own.

A common deÐnition would be based on the relation
between the number density of galaxies, (with, e.g.,N
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Here we have explicitly put in the scale dependence,
although in primitive treatments bias is sometimes treated
as a number. The realization that is both stochastic andb

lscale dependent has grown recently (for discussions of
analytic theories of biasing, see Scherrer & Weinberg 1998
and Pen 1998), but, of course, this must be the case. Blanton
et al. (1999) have studied our simulations, taking a broader
perspective and allowing, on the right-hand side of equation
(1), a dependence on variables other than mass density. We
restrict ourselves in the current exercise to the conventional
parameterization, but we examine how b, deÐned by second
equality in equation (1), may depend on spatial scale, galaxy
age, and other galactic properties. Our simulations do not
have sufficient spatial resolution to identify individual gal-
axies (except in low-density regions, where they are
adequate), due to a tendency of the present simulation to
merge distinct systems in high-density regions. However,
galaxy mass is conserved during mergers, so the smoothed
galaxy density (smoothing scale 500 h~1 kpc) is the variable
we compare with the similarly smoothed dark matter
density. Since this smoothing scale is small compared to the
correlation lengths we examine ([1 h~1 Mpc), we believe
that our numerical resolution is adequate (but far from
ideal) for the questions examined. As a test, given in Appen-
dix A, a comparison of two simulations with length scale
resolutions di†ering by a factor of 2 reassuringly show no
di†erence in bias on the scales studied, within the statistical
errors (D10%).

Nature has determined bias, not by providing us with a
mathematically convenient functional form, but through
the physical process of galaxy formation. By most current
accounts, the bulk of the baryons have not condensed into
stellar systems, at present having a ratio of gas to stars

Thus, galaxies appear to have)
b
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formed only under favorable conditions. Both simple physi-
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cal theory and observations indicate greater formation effi-
ciencies in regions of higher density, where cooling
processes were more efficient. In the Galaxy, the observed
““ Schmidt law ÏÏ (Schmidt 1959 ; see also Kennicutt 1989 for
an update), stating that star formation rates scale roughly as
the locally averaged value of still seems to have someogas2 ,
approximate empirical validity. It is based, of course, on the
physical fact that for the dominant collisionally excited line
or continuum cooling processes, the gas cooling rate per
unit volume, thought to be the rate-limiting step, is pro-
portional to ogas2 .

Cosmological observations would also seem to support
such a picture, since the void regions are believed to be
underdense (from simulations) by a factor of 3È5 in total
mass density as compared to the average, whereas empiri-
cally, these regions have a galaxy density far below this
(Peebles 1993) in terms of average galaxy density. Con-
versely, in the great clusters of galaxies, perhaps 10% of the
total baryonic mass is in stellar form, indicating above
average efficiency of galaxy formation in these very over-
dense regions.

One reasonable approach to determining bias is to begin
by noting directly that most stellar galaxies live within
massive halos. Then one can compute the distribution of
dark matter halos and estimate which of these will contain
which type of stellar systems. Much work has been done
following this promising track in recent years either using
large N-body simulations or combining semianalytic dark
matter treatments with detailed hydrodynamic simulations
(Cole et al. 1994a ; Kau†mann, Nusser, & Steinmetz 1997).
These analyses have produced results that are consistent
with many observations.

However, direct numerical simulations can be made on
an ab initio basis that combine the physical gasdynamic
processes used in the hydrodynamic simulations of Katz,
Hernquist, & Weinberg (1992) or Steinmetz (1996) with
large-scale numerical simulations of dark matter pioneered
by Davis, Efstathiou, Frenk, and White (Davis et al. 1985 ;
Frenk et al. 1985 ; White et al. 1987). Such calculations
could, in principle, determine ““ bias ÏÏ by direct computa-
tions. We have attempted to do that in earlier work (Cen &
Ostriker 1992, 1993) but, as is well known, the difficulties
and uncertainties are formidable. These are of two kinds :
inadequate physical modeling and insufficient numerical
resolution.

In the last Ðve years, we have made quite signiÐcant
improvements in both our physical modeling and the
numerical resolution that we can achieve. First, we have
upgraded from the somewhat di†usive aerospace
gasdynamics-based Eulerian hydrocode (Cen 1992) to a
shock-capturing, high-order, total variation diminishing
(TVD) hydrocode (Ryu et al. 1993). A very important addi-
tional ingredient in the new TVD code is the implementa-
tion of a new, entropy variable into the conventional TVD
scheme (Harten 1983). The true spatial resolution for a
given mesh has increased by a factor of about 2 (Kang et al.
1994), and unphysical spurious heating is removed, allow-
ing for a much more accurate treatment in lower tem-
perature regions. We have also gained a factor of 2.5
through MooreÏs law (increasing computational power), so
that the overall gain is approximately a factor of 5 from [1
h~1 Mpc to 200 h~1 kpc. In particular, our current simula-
tions have a nominal spatial resolution that is small com-
pared to the typical distance between galaxies (see Fig. 1),

which was not the case earlier ; therefore, while we are still
totally unable to say anything about the internal structural
properties of galaxies, we should be able to specify galaxy
integral properties : we feel that the resolution suffices to
determine where and when galaxies of normal range will
form, and to determine, locally, the mass density in galaxies,
while we remain unable to say very much about the number
density of galaxies.

Second, we have substantially improved the realism of
the input physics, aside from a seemingly better cosmo-
logical model. First, we have added more relevant micro-
physical processes due to elements other than hydrogen and
helium. This directly a†ects cooling/heating, optical
opacity, and the radiation Ðeld, and indirectly a†ects them
through complex interplays among these physical processes
and gravity. In addition, in our galaxy formation algorithm
we now allow not only energy feedback from stars but also
matter (including metals) ejection into the intergalactic
medium (IGM). Finally, we separately but simultaneously
follow the dynamics of metals in the IGM produced during
the feedback processes. The algorithm for identifying
regions of star formation, which has remained the same, has
also been used by other researchers to make detailed hydro-
dynamic simulations : e.g., Katz et al. (1992), Katz, Wein-
berg, & Hernquist (1996), Steinmetz (1996), Gnedin &
Ostriker (1997), and Abel et al. (1998). In a region of suffi-
cient overdensity, if three conditions are simultaneously
satisÐed, we assume that an already existing collapse cannot
be reversed and that collapsed objects of some kind (stars,
star clusters, or molecular clouds) will form. The criteria in
detail are :

1. $ Æ ¿\ 0 ,

2. Mgas [ MJeans ,

3. tcooling\ tdynamical . (2)

If all are estimated to be satisÐed within a cell, then a mass
in gas equal to in a time step *t is*M
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*star formation efficiency, with a value of 0.20. That particle
is labeled with the time of formation, the metallicity of the
gas from which it was made, and the density of the cell in
which is was made. These ““ stellar ÏÏ particles have a typical
mass of 107 and can be thought of as clusters withinM

_which star formation of essentially coeval stars will occur.
They are followed after birth by the same code that tracks
the collisionless dark matter particles. We Ðnd that (except
in high-density regions) these particles group themselves
into galaxy-like objects (see Fig. 1), which have a total mass,
a mean time of formation (with dispersion), and a mean
metallicity (with dispersion). Within each ““ galaxy ÏÏ of
deÐned mean age there will be stellar particles having a
wide range of ages as the computed galaxies (like our own)
are assembled over time. Even in high-density regions, we
can smooth over some spatial scale and deÐne spatial Ðelds
having ““ stellar ÏÏ density, age, and metallicity.

The top panel of Figure 1 shows the dark matter density
for a random slice of size 100] 100 h~2 Mpc2 with a thick-
ness of three cells (586 h~1 kpc). Each small tick mark of the
top panel has a size of 6.25 h~1Mpc. The three bottom pairs
of panels show three galaxy groups in this slice in an
enlarged display ; two separate panels are shown for each
selected group, with the top panel showing the galaxy
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FIG. 1.ÈTop panel shows dark matter density for a random slice of size 100 ] 100 h~2 Mpc2 and thickness of three cells (586 h~1 kpc). Each small tick
mark of the top panel has a size of 6.25 h~1 Mpc. The three bottom pairs of panels show three galaxy groups in this slice in an enlarged display ; two separate
panels are shown for each selected galaxies, the top panel showing the galaxy density contour and the bottom panel showing the dark matter density contour.
Each tick mark for the bottom panels has a size of 391 h~1 kpc, corresponding to two cells, which is approximately the resolution of the code (Cen & Ostriker
1999).

density contour and the bottom panel showing the dark
matter density contour. Each small panel has a size of
6.25] 6.25 h~2 Mpc2, and each tick mark for the bottom
panels has a size of 391 h~1 kpc, corresponding to two cells,
which is approximately the resolution of the code (Cen &
Ostriker 1999). For group A, we see that the galaxy particles
have grouped themselves into two quite separated galactic
lumps, whereas the dark matter contour shows only one
major lump. For group B, several galactic lumps with
varying mass are seen, which roughly follow the distribu-
tion of the dark matter, but the di†erence between galaxy
density and dark matter is noticeable. In group C the two
(out of four) galactic lumps in the middle are clearly

separated, while they are embedded in a common halo.
Clearly, any galaxy pairs that are separated by 1 h~1 Mpc
are resolved by the code. We note the fact that we often see
distinct galactic-mass objects swimming separately in a
common halo. This is not due to di†erences in numerical
resolution between dark matter and galaxy particles : the
galaxy particles and dark matter particles are followed with
an identical PM code. Rather, this occurs because the
galaxy particles formed from gaseous accumulations that
had undergone radiative cooling and contraction. In the
objects shown as distinct lumps, all normal dynamical pro-
cesses are active, including dynamical friction and mergers
(which of course are somewhat overestimated).
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Considering the substantial improvements in the code, it
seems worthwhile to return to the problem of bias using
new simulations. The combination of the improvements
already noted allows an identiÐcation of individual galaxies
in low-density regions. In addition, some new questions can
now be addressed. For example, we can now study many
problems concerning the distribution of metals in a self-
consistent fashion. In this paper, we study the relative dis-
tributions of galaxy mass density and total mass density,
and their evolution in a cold dark matter model with a
cosmological constant ("CDM). Some aspects (scale depen-
dence of bias) of this work have been reported on in Blanton
et al. (1999). Here we focus on other observables, including
dependence on epoch.

The new simulations allow us to address the redshift
dependence of this bias, which has also been recently
addressed by Katz et al. (1999). We will also examine the
dependence on galaxy mass and metallicity and the bias of
other constituents, such as uncondensed gas in various tem-
perature ranges. Because of the very considerable cost of
these large-scale simulations, we have only completed the
analysis of one currently favored cosmological model.
Future work will allow us to compare bias among models.

After brieÑy describing further properties of the computa-
tional method and the speciÐc cosmological model con-
sidered in ° 2, we present the results in ° 3. Section 3.1 is
devoted to galaxy bias at redshift zero, while ° 3.2 examines
the evolution of galaxy bias with redshift. Finally, our con-
clusions are summarized in ° 4. Appendix A presents an
examination of the e†ects of the Ðnite numerical resolution
on our results by comparing output of two simulations
having spatial resolution di†ering by a factor of 2.

2. METHOD AND COSMOLOGICAL MODEL

We model galaxy formation as described earlier. Self-
consistently, feedback into the IGM from young stars in
these galaxy particles are allowed, in three related forms :
supernova mechanical energy output, UV photon output,
and mass ejection from the same supernova explosions.

We adopt a cold dark matter model with a cosmological
constant ("CDM), close to the concordance model of
Ostriker & Steinhardt (1995) and the preferred model of
Krauss & Turner (1995), with the following parameters :
)\ 0.37, h \ 0.70, and)

b
\ 0.049, )" \ 0.63, p8\ 0.80.

The model is also consistent with that favored by recent
Type Ia supernova observations (Schmidt et al. 1998). This
model is normalized to both COBE and the observed
cluster abundance at zero redshift (Eke, Cole, & Frenk
1996). The current age of the universe of this model is 12.7
Gyr, consistent with recent age constraints from the latest
globular cluster observations/interpretations (see, e.g.,
Salaris, DeglÏInnocenti, & Weiss 1997). The choice of the
Hubble constant is in agreement with current observations ;
it appears that km s~1 Mpc~1 canH0,obs \ 65 ^ 10
account for the distribution of the current data from
various measurements (see, e.g., Trimble 1997). The choice
of h~2 is consistent with current observations of)

b
\ 0.024

Tytler, Fan, & Burles (1996).
The box size of the primary simulation is 100 h~1 Mpc,

and there are 5123 cells (on a uniform mesh), giving a
nominal resolution of 197 h~1 kpc. However, the actual
resolution, as determined by extensive tests (Cen & Ostriker
1998), is approximately a factor of 1.1È1.7 worse than this,
depending on the region in question. There are 2563 dark

matter particles used, the mass of each particles being
5.3] 109 h~1 The typical galaxy particle has a mass ofM

_
.

107 In addition to this primary box, which will be usedM
_

.
for most of our analysis, we have made a higher resolution
run with box size 50 h~1 Mpc, with the same number of
cells, which will be used for resolution-calibration purposes
in Appendix A.

3. RESULTS

3.1. Bias of Galaxies at Redshift Zero
Figure 2a shows the bias of galaxies for four sets

(4] 25% in mass) of galaxies ordered by formation redshift
(z\ 0.0È0.8, 0.8È1.0, 1.0È1.3, and 1.3È10.0), as well as all
galaxies at z\ 0, as a function of top-hat smoothing radius.
All scales depicted are considerably larger than our
resolution limit ; Appendix A indicates that numerical-
resolution problems should not be important for the results
discussed here. As an important aside, we note that 50% of
the galaxy mass was formed between redshifts 0.8 and 1.3,
with median galaxy formation epoch z\ 1.0, consistent
with MadauÏs (1997) analysis of the Hubble Deep Field.

Since all the particles in a given region are tagged with
the epoch of formation, the mean (mass-weighted) age of
any region is computable at any time. The two youngest
sets of galaxies with formation epochs at z\ 1.0 (Fig. 2a,
dotted and short-dashed curves) are nearly unbiased at large
smoothing lengths, e.g., h~1 Mpc (above which therTH D 15
limited box size causes the estimate to be inaccurate) and
have a bias of D2.0 at h~1 Mpc, below which ourrTHD 1
simulation fails. The next set of galaxies that formed at
z\ 1.0È1.3 (long-dashed curve), is more strongly biased than
the two youngest sets of galaxies. The oldest galaxies (dot-
dashed curve) are most strongly biased, with a bias of D5.5
at h~1 Mpc, and are still signiÐcantly biased atrTHD 1
large scales, e.g., D3.0 at h~1 Mpc. If we think ofrTH D 10
ellipticals as being the stellar systems within which most
star formation was completed earliest (cf. Searle & Sargent
1972), they should represent, in our terms, the oldest
systems. We know that these are very overabundant in the
rare rich clusters, i.e., in regions of very high overdensity,
and so are strongly biased even on large scales (Kaiser
1984). We note from Figure 2a that at the Ðducial smooth-
ing scale of 8 h~1 Mpc, the bias for all galaxies is 1.35, given

(for consistent with thep8,gal\ 1.08 p8,mass \ 0.80),
observed value of (Loveday et al. 1996).p8\ 1.20^ 0.18
(Note that the observed value of is for bright galaxies inp8the APM survey ; this is more appropriate for our compari-
son because the computed galaxy Ñuctuation is mass-
weighted, thus heavily weighted by the most massive, bright
galaxies.)

Figure 2b shows directly the autocorrelation functions
for the stellar mass density of all galaxies, and the mass and
the stellar mass densities of galaxy subsets ordered by for-
mation redshift ; the results are consistent with Figure 2a.
To summarize, all types of galaxies as well as all galaxies are
biased over matter on all scales, with two separate trends :
(1) at any epoch, older objects are more strongly clustered
than younger ones, and (2) bias decreases with increasing
scale. Both trends are consistent with our earlier work (Cen
& Ostriker 1992). A question has arisen as to whether anti-
bias occurs in these simulations, as it does in some quasi-
analytic modeling. The answer is ““ yes,ÏÏ but for di†erent
reasons. In dark matter simulations, it is found (Kravtsov &
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FIG. 2.È(a) Bias of galaxies for four sets (4] 25% in mass) of galaxies ordered by formation time (z\ 0.0È0.8, 0.8È1.0, 1.0È1.3, 1.3È10.0), as well as all
galaxies at z\ 0. (b) Autocorrelation functions for all galaxies ; mass and galaxy subsets are sorted by formation epoch at zero redshift. (c) Bias as a function
of radius at four di†erent redshifts. (d) Autocorrelation functions at various epochs for all galaxies and mass.

Klypin 1999) that in dense regions halos will merge, with
the expectation that the embedded galaxies will merge as
well, reducing the number density of galaxies (but not the
light in galaxies). This e†ect also occurs in our simulations,
but, as is evident from Figure 1, a merger of halos does not
necessarily lead to mergers of the dissipational galactic
components. We Ðnd antibias for young systems in dense
regions (Blanton et al. 2000) for the same reason that star-
forming regions are rare in real rich and dense clusters of
galaxies : the ambient very hot (T D 108 K) gas cannot cool,
and thus cannot accrete onto dense lumps of collisionless
stellar or dark matter. This e†ect sets in as soon as the
strong caustics form in our simulations, and considerably
before the Ðnal accumulation of virialized clusters.

We also sorted our computed sample into four sets by the
metallicity of their Ðrst-generation stars (Z/Z

_
\ \ [1.69,

[1.69 to [1.57, [1.57 to [1.48, and [[1.48). The trends
are comparable to those seen in Figures 2a and 2b, in the
sense that galactic regions with initial high metallicity are
more strongly biased than are those with initial low metal-
licity, and any set of objects has an increasing bias with
decreasing scale. This presumably reÑects the physical situ-
ation that high-density regions generally have higher metal-
licity. However, the trend is substantially weaker than that
seen in subsets ordered by their formation time.

In Figure 3 we compare the simulation results with obser-
vations. In Figure 3a we select the second oldest quartile of
objects and designate it as ““ elliptical galaxies,ÏÏ whose
correlation function is shown along with the correlation
functions of observed elliptical galaxies from two indepen-
dent redshift surveys. Figure 3b shows the correlation func-
tion for the second youngest quartile of objects, which we

call ““ spiral galaxies ; ÏÏ also shown are the correlation func-
tions of observed spiral galaxies from redshift surveys.
Finally, Figure 3c shows the correlation function of all gal-
axies and total mass compared with observed correlations
of all galaxies from three redshift surveys. While the
separate subsets (Figs. 3a and 3b) produce results in good
agreement with their observational counterparts in the
range of scales where our simulation results are most accu-
rate (1È10 h~1 Mpc), the agreement between observations
and simulations for all galaxies are not satisfactory. The
likely cause is that, while we are computing the correlation
functions of galaxy mass density, the observed correlation
functions are galaxy number weighted, and in high-density
regions the number density of objects will decrease due to
mergers, while leaving the mass density in galaxies invari-
ant. More robust is the trend found in our computations
that older galaxies tend to cluster more strongly than
average in a fashion that is fully consistent with obser-
vations.

Figure 4 shows the void probability function as a func-
tion of top-hat sphere radius. The void probability function
is deÐned as the probability of a (top-hat) sphere of the
given radius having a density of one-Ðfth of its correspond-
ing global mean (Weinberg & Cole 1992). We see that the
probability of having a void as large as 10 h~1 Mpc in the
mass distribution (Fig. 4, dot-dashed curve) is 0.005 (the
limited box size of the simulation does not allow a probabil-
ity of less than 0.005 to be estimated). This has been high-
lighted by Peebles (1993) as a potential problem for CDM
theories. However, the void probabilities for various subsets
of galaxies and all galaxies are much larger, at D0.2È0.6, at

h~1 Mpc. Here we see that the simulations quiterTH\ 10
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FIG. 3.È(a) Autocorrelation function for the early-type galaxies from
the simulation (long-dashed curve with 1 p error bars) at zero redshift ; the
second-oldest quartile of galaxies is used here. Also shown in (a) are obser-
vations for ellipticals from an analysis of galaxies in the Perseus-Pisces
region ( Ðlled circles ; Guzzo et al. 1997) and from the APM survey (solid
triangles with 1 p error bars ; Loveday et al. 1995). (b) Autocorrelation
function for the late-type galaxies from the simulation (dashed curve with 1
p error bars) at zero redshift ; the second-youngest quartile of galaxies is
shown here. The symbols in (b) are observed correlations of spirals (open
circles ; Guzzo et al. 1997) in the Perseus-Pisces region and from the APM
survey (open triangles with 1 p error bars ; Loveday et al. 1995). (c) Autocor-
relation function for all galaxies (solid curve) and total mass (dot-dashed
curve) at zero redshift. The symbols in (c) are observed correlation func-
tions of galaxies from various surveys : open squares : from the Las Com-
panas Redshift survey (Tucker et al. 1997) ; Ðlled squares : from the APM
survey (Loveday et al. 1995) ; Ðlled circles : from the CfA survey (Vogeley et
al. 1993).

naturally produce a universe with over half of its volume in
voids with radii greater than 5 h~1 Mpc, while only about
10% of the dark matter universe is in similar voids. Also
shown as symbols are observations from Vogeley et al.
(1994) of the CfA survey for volume-limited samples with
absolute magnitude less than [19.5 (Fig. 4, Ðlled squares)
and [20.0 (open squares), respectively (fainter samples are
not shown because our simulations are likely to have under-
produced a signiÐcant number of fainter galaxies). Compar-
ing with observations from Vogeley et al. (1994), we see that
the real galaxies are indeed quite ““ voidy,ÏÏ consistent with
the distribution of our simulated galaxies, but inconsistent
with the distribution of mass, implying the necessity of
biased galaxy formation. Also consistent with observations
are the common trend that older galaxies are more voidy
than younger ones, consistent with the fact that they tend to
reside in high-density regions, such as rich clusters of gal-
axies. In the underdense regions examined in the analyses of
voids, our spatial resolution is adequate to identify lumi-
nous galaxies.

Figure 5 shows the peculiar-velocity distribution of
galaxy mass at z\ 0, averaged over a top-hat smoothing
scale of 1 h~1 Mpc, a typical group scale. Two things come
to our attention. First, groups of younger galaxies tend to
move more slowly than clusters of older galaxies, the di†er-
ence of the median values between the youngest quartile
and the oldest quartile being approximately 100 km s~1.

FIG. 4.ÈVoid probability function as a function of top-hat sphere
radius for all mass, all stellar mass, and three subsets of stellar mass (25%,
50%, and 75% oldest stellar mass). The void probability function is deÐned
as the probability of a sphere of the given radius having a density of
one-Ðfth of its corresponding global mean (Weinberg & Cole 1992). Also
shown are observations from Vogeley et al. (1994) of the CfA survey for
volume-limited samples with absolute magnitude less than [19.5 ( Ðlled
squares) and [20.0 (open squares), respectively.

Second, averaging over all objects, stellar material tends to
move slightly more slowly than dark matter. The second
e†ect is equivalent to a small velocity antibias, reÑecting the
gasdynamic e†ect, while the Ðrst e†ect clearly indicates that
older galaxies tend to reside in higher density, deeper poten-
tial regions than younger ones. The much larger e†ect, that
the small-scale velocity dispersion of spirals is far less than
the small-scale velocity dispersion of ellipticals, cannot be
addressed in this work.

FIG. 5.ÈPeculiar-velocity distributions of various sets of galaxies and
dark matter at z\ 0 averaged over a top-hat smoothing scale of 1 h~1
Mpc. Vertical lines indicate the respective medians of the various sets of
objects.
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3.2. Redshift Evolution of Galaxy Bias

Let us now study bias at high redshift. Figure 2c shows the
bias as a function of radius at four di†erent redshifts. It can
be seen that bias is a monotonically increasing function of
redshift. Second, bias is a monotonically decreasing function
of scale at any redshift, with the rate of change as a function of
smoothing scale being nearly independent of red-(db/drcm)
shift. We think that the increase of bias with redshift is due
primarily to the Kaiser (1984) e†ect. It has also been found
in the simulations of Katz et al. (1999). Rarer and rarer
events are required at higher and higher redshifts to
produce a galaxy of a given mass. Finally, we predict that
galaxies should be biased over mass by a factor of 3È4 on a
D10 h~1 Mpc scale at zD 3, in excellent agreement with
recent observations of high-redshift galaxies at zD 3
(Steidel et al. 1998), which show strong concentrations of
galaxies in narrow redshift bins and imply a strong bias of
approximately the same magnitude. Note that our
resolution at redshift z\ 3 is D50 h~1 kpc and D25 h~1
kpc, respectively, in the two simulations

In addition, we have plotted the autocorrelation func-
tions for all galaxy mass density and total mass density at
various redshifts, as a function of comoving separation. We
have found that, while the correlation of mass grows with
time as predicted by linear theory, the correlation function
of galaxy density as a function of comoving separation
evolves very weakly (due to the countervailing evolution of
bias) in the pair separation range r º 2.5 h~1 Mpc. This was
also found by Katz et al. (1999) in a higher resolution simu-
lation of a much smaller box (11.1 h~1 Mpc), which uses the
same galaxy identiÐcation scheme as we do. Where our
simulations overlap at redshift z\ 3 and separation r \ 2
h~1 Mpc, they obtain m \ 0.3 and we Ðnd m \ 15.0. The
very signiÐcant di†erence is probably due to the di†erences
in simulation box sizes.

In Figure 6 we address evolution in another way by
examining the correlation length of the smoothed (mass-
weighted) galaxy density as a function of redshift. Shown for
comparison are the dark matter particle-particle (Fig. 6,
short-dashed curve) and halo-halo (long-dashed curve) corre-
lation lengths. Also shown as symbols and a shaded region
are available observations from various sources. When
needed, observations are converted to be consistent with the
adopted cosmological model. We see that, as expected, the
correlation function of mass (dark matter particles) is a
monotonically deceasing function of redshift : gravitational
instability (Peebles 1980) increases the correlation with
time. On the other hand, the correlation of halos, selected
by identifying all regions (cells) at or above the virial density
at each redshift, is stronger at all redshifts than that of
galaxy density. Furthermore, the halo correlation shows an
interesting ““ dip ÏÏ near zD 0.5, in contrast to the galaxy
density correlation, which shows a weak peak at zD 1.0.
The di†erences could be explained in part by numerical
resolution e†ects and in part by real physical e†ects. Rela-
tively larger dark matter particle masses compared to the
baryonic mass resolution element in the simulation prefer-
entially biases against identiÐcation of less massive halos,
and thus overestimates the correlation of halos at all red-
shifts. The other e†ect is physical. At lower redshift
(z¹ 1.0), the galaxy formation preferentially avoids rich
clusters of galaxies, simply because these sites are (as noted
earlier) too hot to permit proper cooling and gravitational

FIG. 6.ÈCorrelation length of all galaxies (mass-weighted) as a function
of redshift. Also shown are available observations from various sources :
Ðlled circles : APM observations (Loveday et al. 1995) and Las Companas
Redshift survey (Lin 1995) at redshift zero ; Ðlled square : AutoÐb survey by
Cole et al. (1994b) at open squares : Canadian Network for Obser-z6 \ 0.16 ;
vational Cosmology cluster survey by Shepherd et al. (1997), where the
lower square with an ““ x ÏÏ is from the extended Ðeld sample and the upper
square includes the redshift subsample, at hatched region : resultz6 \ 0.37 ;
from CNOC2 by Carlberg et al. (1998) at open circle with anz6 \ 0.0È0.7 ;
““ x ÏÏ : Giavalisco et al. (1998) from analysis of Lyman-break galaxies at

open triangle : Adelberger et al. (1998) from counts-in-cellsz6 \ 3.07 ;
analysis of Lyman-break galaxies at Ðlled triangle : Postman et al.z6 \ 3.07 ;
(1998) from an angular correlation analysis based on 710,000 galaxies with

from a survey of 4 ] 4 deg2, contiguous sky. Also shown, forI
AB

\ 24
comparison, are the dark matter particle-particle (short-dashed curve) and
halo-halo (long-dashed curve) correlation lengths.

instabilities to occur e†ectively. This explains the opposite
trends in the halo and galaxy correlations at z\ 0.5È1.0.

Kau†man et al. (1999) have also recently addressed this
question and Ðnd a drop in the (comoving) correlation
length at zD 0.5, very similar to what we found for dark
matter halos, but contrary to what we found for our
smoothed galaxy distribution. Hence, their result may be
due to the method utilized, which is based on identifying
N-body halos within which galaxies are expected to reside
rather than attempting a full physical simulation. Thus, our
result on the correlation evolution for halos (Fig. 6, long-
dashed curve) is consistent with both that of Colin et al.
(1999) from pure N-body simulations and that of Kauff-
mann et al. (1999) for gas-added halos in the general trend
that the halo correlation decreases from redshift zº 3 to
zD 1 and then rises towards zero redshift ; there is a
minimum at zD 1. We caution that the correlation at high
redshift may have been overestimated in our simulation as a
result of the limited resolution, which preferentially selects
out the most massive halos that are most strongly clustered.
This indeed may explain the somewhat stronger correlation
found in our simulations than in Colin et al. (1999) at z\ 3.
At lower redshift, this e†ect is progressively less signiÐcant.

Overall, the Ðt to observations is reasonably good, both
roughly consistent with being Ñat in the range z\ 0È3.
However, one needs to keep in mind that our computed
correlation functions are weighted by the mass in galaxies,
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not the number. Because of this, one expects to have better
agreements between our results and observations that look
at all galaxies and do not exclude high-density regions, if
the cosmological model is right and the physical modeling
is appropriate. Indeed, the top open square in Figure 6 of
the Shepherd et al. (1997) data points, which does not
exclude clusters in the sample, agrees much better with our
results than the bottom open square with an ““ x,ÏÏ which
does exclude clusters. The same can be said about the data
point from Giavalisco et al. (1998 ; open circle with an ““ x ÏÏ),
which has a fainter sample than that of Adelberger et al.
(1998 ; open triangle).

4. CONCLUSIONS

We analyze a new physically based large (100 h~1 Mpc)
numerical simulation of a plausible "CDM cosmological
model to quantify the relation expected between mass
density and smoothed galaxy density. The results, while
consistent, as far as we know, with existing observations,
are quite inconsistent with the simplest model, where the
ratio of galaxy Ñuctuations to mass Ñuctuations is a
number, b, called bias. This ratio, in principle, could depend
on the physical scale considered, the age or metallicity of
the galaxies studied, or the epoch at which the analysis is
made. We Ðnd in our simulation that bias increases with
decreasing scale, with increasing galactic age or metallicity,
and with increasing redshift. Looking at the average galaxy
mass density at redshift zero, our result, b \ 1.35, is consis-
tent with the observed value 1.50 ^ 0.19 (Loveday et al.
1996 ; the quoted observational value is for bright galaxies
in the APM survey, which is appropriate for comparison
with our model because the computed galaxy Ñuctuation is
mass-weighted, not number-weighted, and is thus heavily
weighted by the most massive, bright galaxies). All of the
proposed dependencies can be tested by comparing to
observations, and if conÐrmed can be used to interpret

large-scale galactic surveys now underway. The surprising
emptiness of voids also follows naturally from this physical
treatment. We also predict that, due to an apparent coin-
cidence between opposing trends, the strength of the spatial
correlation between pairs of galaxies (as a function of com-
oving separation) should be essentially independent of red-
shift from z\ 0 to z\ 3. Here we di†er from the
Kau†mann et al. (1999) result, thus providing an
opportunity to distinguish between the accuracy of the two
methods currently being utilized for computing large-scale
structure properties from ab initio methods. Finally, we Ðnd
that the perturbations on the Hubble Ñow for young (e.g.,
late-type spiral or irregular) galaxies should be less than for
early-type systems ; this is a testable proposition.

Much of the complexity and stochasticity of the reported
results is due, we believe, to the fact that the conventional
treatments (including this one) are not examining all of the
right variables. Blanton et al. (1999, 2000) show that galaxy
density is a function not just of mass density, but also of
potential (or velocity dispersion or temperature) in the
region under examination. We will return to this in future
work, with an analysis of the galaxy data using more appro-
priate variables.

Discussions with Michael Blanton, Guinevere Kauff-
mann, Jim Peebles, Michael Strauss, and Michael Vogeley
are gratefully acknowledged, as are comments by a referee
which enabled us to substantially clarify our presentation.
We thank Michael Vogeley for providing the observations
concerning void probability functions and correlation func-
tions from the CfA Survey, Douglas Tucker for providing
the correlation function data from the Las Campanas Red-
shift Survey, and Jon Loveday for providing the correlation
function data from the APM Survey. This work is sup-
ported in part by grants NAG5-2759 and AST 93-18185,
ASC 97-40300.

APPENDIX A

EFFECT OF FINITE NUMERICAL RESOLUTION

It is important to understand how the Ðnite numerical resolution might have a†ected our computed results. In Figure 7 we
show results from both L \ 100 h~1 Mpc and L \ 50 h~1 Mpc boxes. We smoothed the galaxy and dark matter density Ðelds
by a Gaussian window of the same radius, 0.5 h~1 Mpc, in both boxes. Figure 7a shows the bias (deÐned by eq. [1]) from the

FIG. 7.È(a) Bias (deÐned by eq. [1]) from the two boxes with size L \ 100 and 50 h~1 Mpc. (b) Square root of the ratio of the galaxy correlation function
to the total matter correlation function. The galaxy and dark matter density Ðelds in both boxes are smoothed by a Gaussian window of radius 0.5 h~1 Mpc.
The error bars shown are 1 p.
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two boxes, and Figure 7b shows the square root of the ratio of the galaxy correlation function to the total matter correlation
function. We see that the two boxes give comparable results, with a maximum di†erence of less than 9% (at h~1 Mpc,rTH\ 1
below which no comparison is made ; the oscillations at h~1 Mpc in Fig. 7b are just noise). We therefore conclude that,rsp [ 5
for the scale range of interest, r º 1 h~1 Mpc, our Ðnite numerical resolution does not signiÐcantly a†ect the results, at least
for the quantities examined in this paper, namely, the bias of the smoothed galaxy density and the correlation function of this
same function.
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