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#### Abstract

The paper gives a solution to the long-standing problem of uniqueness for probability solutions to the Cauchy problem for the Fokker-Planck-Kolmogorov equation with an unbounded drift coefficient and unit diffusion coefficient. It is proved that in the one-dimensional case uniqueness holds and in all other dimensions it fails. The case of nonconstant diffusion coefficients is also investigated.
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## § 1. Introduction

The goal of this work is to give a positive solution to the long-standing problem of uniqueness of a probability solution to the Cauchy problem for the one-dimensional Fokker-Planck-Kolmogorov equation

$$
\begin{equation*}
\partial_{t} \mu=\partial_{x}^{2} \mu-\partial_{x}(b \mu), \quad \mu_{0}=\nu \tag{1.1}
\end{equation*}
$$

where the initial condition $\nu$ is an arbitrary Borel probability measure and the drift coefficient $b$ is a locally bounded Borel function not depending on time $t$ (the problem has remained open even for infinitely differentiable drifts $b$ ). By a solution we mean a family of probability measures $\mu=\left\{\mu_{t}\right\}_{t \geqslant 0}$ on the real line, Borel measurable in $t$ and satisfying the integral identity

$$
\begin{equation*}
\int \varphi d \mu_{t}-\int \varphi d \nu=\int_{0}^{t} \int\left(\varphi^{\prime \prime}+b \varphi^{\prime}\right) d \mu_{s} d s \tag{1.2}
\end{equation*}
$$
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for almost all $t \in[0, T]$ for every function $\varphi \in C_{0}^{\infty}(\mathbb{R})$, where $T>0$ is fixed. Under our assumptions the measures $\mu_{t}$ for $t>0$ are given by probability densities $\varrho(\cdot, t)$, so equation (1.1) can be written as an equation with respect to the density $\varrho(x, t)$. However, in the setting under consideration it is important that all (or almost all) measures $\mu_{t}$ are probability measures. The significance of this condition will be clear below.

Our main result is this.
Theorem 1.1. If a probability solution to the Cauchy problem (1.1) exists, then it is unique.

Uniqueness is understood as the equality $\mu_{t}=\nu_{t}$ almost everywhere for any two solutions $\left\{\mu_{t}\right\}$ and $\left\{\nu_{t}\right\}$.

We emphasize that there are no global restrictions on the drift coefficient and no assumptions about the behaviour of solutions at infinity or any semigroup properties of solutions. In the two-dimensional case $\left(x \in \mathbb{R}^{2}\right)$ the assertion of Theorem 1.1 is false, as Example 4.7 shows (in the three-dimensional case an example of non-uniqueness was given in [11], Ch. 9). Throughout, we cite that book many times, so it is worth mentioning that its Russian version is available on the website of the Russian Foundation for Basic research (https://www.rfbr.ru/rffi/ru/books/ o_1896849\#1) and the somewhat more complete English version that we cite can be found on the internet.

In addition, we study the Cauchy problem

$$
\begin{equation*}
\partial_{t} \mu_{t}=\partial_{x}^{2}\left(a \mu_{t}\right)-\partial_{x}\left(b \mu_{t}\right), \quad \mu_{0}=\nu \tag{1.3}
\end{equation*}
$$

with nonconstant diffusion coefficient $a$ and obtain the following result.
Theorem 1.2. Let $a$ be a positive locally Lipschitz function and let $b$ be a locally bounded Borel function. Suppose that

$$
\begin{equation*}
\int_{-\infty}^{0} \frac{1}{\sqrt{a(x)}} d x=\int_{0}^{+\infty} \frac{1}{\sqrt{a(x)}} d x=+\infty \tag{1.4}
\end{equation*}
$$

Then, if a probability solution to the Cauchy problem (1.3) exists, it is unique. If at least one of these integrals converges, then there exists a locally bounded drift coefficient $b$ (which is continuous if a has a continuous derivative and is smooth if $a$ is) and an initial distribution given by a locally Lipschitz density (smooth if a is) for which the simplex of probability solutions to the Cauchy problem is infinite dimensional.

A similar assertion is true for probability solutions to the one-dimensional stationary Fokker-Planck-Kolmogorov equation (see [11], Proposition 4.1.2 and Example 4.1.1). In the case of the one-dimensional stationary equation

$$
\partial_{x}^{2}(a \mu)-\partial_{x}(b \mu)=0
$$

it is easy to write out an explicit formula for a general solution (see [11], §1.4), which simplifies the investigation considerably. In the parabolic case under consideration no such formula exists and the uniqueness question is difficult. In particular, to
construct an example of non-uniqueness in Theorem 1.2 it becomes necessary to employ nontrivial results on the solvability of the initial-boundary value problem for a degenerate parabolic equation.

Note that even for an infinitely differentiable drift coefficient $b$ it can happen that in addition to a unique probability solution with smooth initial distribution there exists another family of nonnegative bounded measures that is a solution with the same initial condition (see Example 4.5).

The Fokker-Planck-Kolmogorov equations for transition probabilities and stationary distributions of diffusion processes in a mathematically rigorous form were first obtained in the fundamental papers [40] and [41] by Kolmogorov. In particular, the problem of investigating the uniqueness of a solution to the Cauchy problem for such equations was formulated in them. In § 15, "A statement of the uniqueness and existence problem for solutions of the second differential equation", in the first paper, one-dimensional equations are considered and the question about the existence of a unique probability solution is posed; multi-dimensional equations are considered in the second paper. Note that the term 'the Fokker-Planck-Kolmogorov equation' is now used for the 'second differential equation' in Kolmogorov's terminology. The book [11] contains references to prior papers in the physics literature, including works by Fokker and Planck. In Kolmogorov's paper [41] the uniqueness of the solution is established for the equation on a compact Riemannian manifold (in the case of coefficients with two continuous derivatives and an initial distribution with continuous density).

The problem of uniqueness of solutions to the Fokker-Planck-Kolmogorov equation in the one-dimensional case was considered in such classics as Feller [28], Yosida [70] and Hille [37], however, in a somewhat different setting connected with semigroups. For example, in [37], the uniqueness in the class of probability solutions was not discussed, but the existence and uniqueness of solutions with certain properties and initial conditions in the domain of definition of the corresponding elliptic operator (see a more precise comment in Remark 4.6 below and also an example showing that such a problem and the problem studied here are not equivalent).

Since Fokker-Planck-Kolmogorov equations in the case of sufficiently regular coefficients are classical parabolic equations, known results on uniqueness of solutions in the classical theory of parabolic equations can, of course, be applied to them, and so we give a brief overview now.

According to Tychonoff's well-known example [65], even for the heat equation $\partial_{t} u=\partial_{x}^{2} u$ the Cauchy problem can have several solutions. However, as shown by Widder [68], in the class of nonnegative functions the Cauchy problem for the heat equation has a unique solution. In the case of a parabolic equation of general form uniqueness depends not only on the class of functions in which the equation is solved, but also on the coefficients of the equation. Aronson and Besala [2] and [3], Friedman [32] and [33], and Smirnova [61] and [62] obtained various results on uniqueness, namely, uniqueness was investigated in the following classes of functions $u$ : 1) $u$ has a limit as $|x| \rightarrow \infty$; 2) for a suitable weight $\omega$, the function $u \omega$ belongs to the space $\left.L^{\infty}\left(\mathbb{R}^{d} \times[0, T]\right) ; 3\right)$ for a suitable weight $\omega$, the function $u \omega$ belongs to the space $L^{p}\left(\mathbb{R}^{d} \times[0, T]\right)$. The uniqueness of a solution having a prescribed limit at infinity is established with the aid of the maximum principle and requires that the coefficient $c$ in the equation
$\partial_{t} u=a^{i j} \partial_{x_{i}} \partial_{x_{j}} u+b^{i} \partial_{x_{i}} u+c u$ be bounded above, while the uniqueness of solutions integrable with some weight or growing no faster than some function is established under the assumption that the coefficients have at most linear growth. A considerable number of papers are devoted to the study of the uniqueness problem in the class of nonnegative solutions of parabolic equations on $\mathbb{R}^{d}$ and on smooth Riemannian manifolds (see [38], [48], [50], [52], [53] and [58]). Typical results in this direction establish uniqueness under restrictions on the growth of the coefficients and under the assumption that the parabolic Harnack inequality holds for solutions. In the case of parabolic equations with nonsmooth or degenerate coefficients we mention the method of renormalized solutions (see, for example, [44] by Le Bris and P.-L. Lions), where uniqueness is established in the class of solutions satisfying certain differential inequalities. However, the class of probability solutions of the Fokker-Planck-Kolmogorov equations differs from all the traditional classes listed above. Moreover, there are examples (see [11], Ch. 9, and Example 4.5 below) where the probability solution is unique, but in the class of integrable, bounded or nonnegative functions the Cauchy problem has at least two different solutions. A separate question, though close in spirit, is the uniqueness of a semigroup generated by the corresponding elliptic operator. The study of uniqueness in the classes of Markov and Feller semigroups or semigroups on the space $L^{p}$ with respect to a fixed measure is the subject of the well-known papers by Feller [29] and [30], Yosida [70], Hille [37], and Wentzell [66] and [67], and some information about recent results can be found in [11], Ch. 5, [1], [4], [24], [25], [45], [49], [64] and [69]. The uniqueness of a semigroup also requires some restrictions on the growth of the coefficients and additional boundary conditions, which are actually necessary restrictions on the domain of definition of the generator of the semigroup. In this paper we do not assume that a probability solution is the result of applying some semigroup to the initial probability measure.

The uniqueness of probability solutions to Fokker-Planck-Kolmogorov equations has also been investigated in many papers; see [7], [8], [10], [15]-[18], [42], [47], [59], [60], and also [11], Ch. 9, where in particular the following results were obtained. Let $b$ be a locally bounded Borel vector field on $\mathbb{R}^{d} \times[0, T]$. Then, for a probability solution to the Cauchy problem

$$
\partial_{t} \mu_{t}=\Delta \mu_{t}-\operatorname{div}\left(b \mu_{t}\right), \quad \mu_{0}=\nu
$$

to be unique it suffices that the inequality

$$
\langle b(x, t), x\rangle \leqslant C+C|x|^{2}
$$

hold. It also suffices that for at least one probability solution $\mu=\left\{\mu_{t}\right\}$ one of the following conditions be fulfilled:
(i) $(1+|x|)^{-1}|b| \in L^{1}\left(\mu_{t} d t, \mathbb{R}^{d} \times[0, T]\right)$;
(ii) $\left|b-\beta_{\mu}\right| \in L^{1}\left(\mu_{t} d t, \mathbb{R}^{d} \times[0, T]\right)$, where $\beta_{\mu}$ is the logarithmic derivative of the measure $\mu$, that is, $\beta_{\mu}(x, t)=\nabla_{x} \varrho(x, t) / \varrho(x, t)$, where $\mu$ is given by the density $\varrho(x, t)$.
In addition, in all dimensions $d \geqslant 3$ examples have been constructed (see [11], Example 9.2 .1 ) in which the Cauchy problem has infinitely many linearly independent probability solutions. The question about uniqueness in dimensions $d=1$ and $d=2$ has remained open. In this paper we give a complete solution of the
uniqueness problem for $d \leqslant 2$ in the case when the drift coefficient $b$ depends only on $x$. In addition, we have obtained auxiliary results for the proof of our main theorems, Theorems 1.1 and 1.2, that are of independent interest:

1) it is shown that the special semigroup $\left\{T_{t}^{\mu}\right\}_{t \geqslant 0}$ constructed in [11], Ch. 5, for every probability solution $\mu$ of the stationary equation defines the minimal nonnegative solution to the Cauchy problem for the first Kolmogorov equation with respect to functions (that is, the usual parabolic equation), and the corresponding semigroup $\left\{K_{t}^{*}\right\}_{t \geqslant 0}$ on the space of measures defines the minimal nonnegative solution to the Fokker-Planck-Kolmogorov equation;
$2)$ it is shown that if for some probability measure $\nu$ on $\mathbb{R}^{d}$ the family of measures $K_{t}^{*} \nu$ generated by the indicated semigroup is a probability solution to the Fokker-Planck-Kolmogorov equation, then for every initial condition the probability solution to this equation is unique.

Since in what follows we discuss not only the one-dimensional, but also the multi-dimensional case, we give the definition of a solution in the general case and mention the results about the regularity of solutions that will be used in this paper. Let $L^{p}(U)$ denote the usual space $L^{p}$ of functions on a domain $U$ in $\mathbb{R}^{d}$ with Lebesgue measure (which is not indicated in this notation), and the symbol $L^{p}(\mu)$ will denote the space $L^{p}$ with respect to the measure $\mu$. By $W^{p, 1}(U)$ we denote the Sobolev space of functions $f$ in $L^{p}(U)$ whose generalized partial derivatives $\partial_{x_{i}} f$ also belong to $L^{p}(U)$. The norm in $W^{p, 1}(U)$ is defined by

$$
\|f\|_{W^{p, 1}(U)}=\|f\|_{L^{p}(U)}+\sum_{i \leqslant d}\left\|\partial_{x_{i}} f\right\|_{L^{p}(U)}
$$

For brevity the second term will be denoted by $\left\|\partial_{x} f\right\|_{L^{p}(U)}$. Similarly, we introduce the Sobolev space $W^{p, 2}(U)$ of functions in $L^{p}(U)$ with generalized derivatives of the first and second order in $L^{p}(U)$, with its natural norm $\|f\|_{W^{p, 2}(U)}$.

Let $a^{i j}$ and $b^{i}$ be Borel functions on $\mathbb{R}^{d}$. We recall that here and throughout the coefficients of the equation depend only on $x$ and are independent of $t$. Suppose that the matrix $A(x)=\left(a^{i j}(x)\right)$ is symmetric and nonnegative definite.

Let $T>0$. A family of Borel probability measures $\left\{\mu_{t}\right\}_{t \in[0, T]}$ on $\mathbb{R}^{d}$ (that is, $\mu_{t} \geqslant 0$ and $\mu_{t}\left(\mathbb{R}^{d}\right)=1$ ) is called a probability solution to the Cauchy problem

$$
\begin{equation*}
\partial_{t} \mu_{t}=\partial_{x_{i}} \partial_{x_{j}}\left(a^{i j} \mu_{t}\right)-\partial_{x_{i}}\left(b^{i} \mu\right), \quad \mu_{0}=\nu \tag{1.5}
\end{equation*}
$$

where $\nu$ is a given probability Borel measure on $\mathbb{R}^{d}$ (in writing out the equation we omit summation over repeated indices) if for every Borel set $E$ the function $t \mapsto \mu_{t}(E)$ is Borel measurable (which is equivalent to the integrals with respect to $\mu_{t}$ of smooth functions with compact support being Borel measurable in $t$ ), the functions $a^{i j}$ and $b^{i}$ are integrable on compact sets with respect to the measure $\mu_{t} d t$ on $\mathbb{R}^{d} \times(0, T)$ and for every function $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$, for almost all $t \in[0, T]$ the equality

$$
\int \varphi d \mu_{t}-\int \varphi d \nu=\int_{0}^{t} \int\left(a^{i j} \partial_{x_{i}} \partial_{x_{j}} \varphi+b^{i} \partial_{x_{i}} \varphi\right) d \mu_{s} d s
$$

holds. A solution can be also understood as the measure $\mu:=\mu_{t} d t$ defined by

$$
\mu=\int_{0}^{T} \mu_{t} d t
$$

If the measures $\mu_{t}$ are given by their densities $\varrho(\cdot, t)$ (which is the case under our assumptions), then this measure $\mu$ is given by its density $\varrho(x, t)$ in two variables. We write $\mu=\left\{\mu_{t}\right\}$ or $\mu=\mu_{t} d t$ in what follows.

It should be noted that the Borel measurability of the functions $t \mapsto \mu_{t}(E)$ can be weakened to Lebesgue measurability, since we can take equivalent versions; moreover, it is possible to pick a Borel version for which the above equality (or (1.2) in the one-dimensional case) holds for all $t$, provided that we allow $\mu_{t}$ to be a probability measure only for almost all $t$.

In addition to probability solutions, we can introduce solutions of bounded variation $\mu=\mu_{t} d t$ in precisely the same way, including signed solutions, for which $\left|\mu_{t}\right| d t$ is assumed to be bounded (such solutions are also called integrable). A solution is called nonnegative if the measures $\mu_{t}$ are nonnegative. However, such a solution need not be a probability solution even if the measure $\mu=\mu_{t} d t$ is probabilistic.

It is known (see [11], Ch. 6) that for a nonnegative solution $\mu$ the locally bounded measure $(\operatorname{det} A)^{1 /(d+1)} \cdot \mu$ is always absolutely continuous, and if the matrix $A(x)$ is nonsingular for all $x$, then the measure $\mu$ itself is absolutely continuous. If for every ball $U$ there exists a number $C(U)>0$ such that $A(x) \geqslant C(U) I$ for all $x \in U$ and if $a^{i j} \in W^{p, 1}(U)$ and $b^{i} \in L^{p}(U)$ for some $p>d+2$, then the measure $\mu=\mu_{t} d t$ has a locally Hölder continuous positive density $\varrho$ with respect to Lebesgue measure on $\mathbb{R}^{d} \times[0, T]$ such that the function $x \mapsto \varrho(x, t)$ belongs to the local Sobolev class $W_{\text {loc }}^{p, 1}$. As concerns the properties of solution densities, see also [9], [12], [13], [14] and [19].

If $d=1, A=I$ and $b$ is a locally bounded function, then for $t>0$ the function $x \mapsto \varrho(x, t)$ belongs to all local Sobolev classes $W_{\text {loc }}^{p, 1}$ with $p \geqslant 1$; in particular, it has a locally absolutely continuous version; moreover, for all $\tau>0$ and $R>0$ the integrals

$$
\int_{\tau}^{T} \int_{-R}^{R}\left|\partial_{x} \varrho(x, t)\right|^{p} d x d t
$$

are finite.
It is worth noting that for the Hölder continuous version of the density $\varrho$ it is only known that almost all densities $\varrho(\cdot, t)$ are probabilistic, but it is not known whether the continuous version of all these densities must be probabilistic.

Under such broad assumptions about the coefficients, which only have to be locally integrable with respect to the solution $\mu$, but can be locally unbounded, it is not difficult to construct examples of non-uniqueness of probability solutions even in dimension 1 for the stationary equation with unit drift, that is, the equation $\varrho^{\prime \prime}-(b \varrho)^{\prime}=0$ with respect to probability densities, as well as for a parabolic equation (see Example 4.8). For this reason we consider locally bounded drift coefficients.

Finally, note that in the case when $A=I$ and the drift coefficient $b$ is infinitely differentiable the solution density $\varrho$ has an infinitely differentiable version on $\mathbb{R}^{d} \times(0, T)$.

This paper consists of four sections. In § 2 we discuss stationary equations and some properties of special semigroups generated by the corresponding elliptic operators. Section 3 is devoted to the proofs of the main theorems, Theorems 1.1 and 1.2. In $\S 4$ we construct examples of non-uniqueness.

## §2. Stationary equations and semigroups

In this section we obtain new conditions for the uniqueness of a probability solution to the Cauchy problem in the case when there exists a probability solution of the stationary equation. Of course, a stationary solution does not always exist: for example, if $b=0$, then there are no probability measures satisfying the harmonic equation $\Delta \mu=0$. Thus, the existence of a probability stationary solution can be regarded as an additional restriction on the coefficients of the equation.

Consider the elliptic operator $L_{A, b}$ of the form

$$
L_{A, b} \varphi=a^{i j} \partial_{x_{i}} \partial_{x_{j}} \varphi+b^{i} \partial_{x_{i}} \varphi
$$

with Borel coefficients $a^{i j}$ and $b^{i}$ on $\mathbb{R}^{d}$ satisfying the following conditions:
(i) the functions $a^{i j}$ are continuous and belong to the Sobolev class $W^{p, 1}(U)$ on every ball $U$ in $\mathbb{R}^{d}$ for some $p>d+2$, and the functions $b^{i}$ belong to $L^{p}(U)$;
(ii) the matrix $A(x)=\left(a^{i j}(x)\right)_{i, j \leqslant d}$ is symmetric and positive definite, and for every ball $U$ there is a number $\lambda(U)>0$ such that $A(x) \geqslant \lambda(U) \cdot \mathrm{I}$ for $x \in U$.
Note that for some assertions used below the condition $p>d$ is sufficient, but for the desired regularity of the semigroup considered below the bound $p>d+2$ is required.

Suppose that there exists a probability measure $\mu$ on $\mathbb{R}^{d}$ satisfying the stationary equation

$$
L_{A, b}^{*} \mu=0
$$

in the sense of the integral identity

$$
\int L_{A, b} \varphi(x) \mu(d x)=0 \quad \forall \varphi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)
$$

where it is also assumed that the functions $b^{i}$ are integrable with respect to $\mu$ on all balls (this is automatically fulfilled for locally bounded coefficients, but here we do not assume local boundedness); moreover, here and throughout when integrating over the whole space $\mathbb{R}^{d}$ we do not indicate the limits of integration. It is known (see [11], Ch. 1) that in this case the measure $\mu$ is given by a positive locally Hölder continuous density $\varrho$ with respect to Lebesgue measure such that $\varrho$ belongs to the Sobolev classes $W^{p, 1}$ on all balls. Hence the vector field $\nabla \varrho / \varrho$ (the logarithmic gradient of the density) belongs to $L^{p}$ with respect to Lebesgue measure on balls.

With the aid of the logarithmic gradient we introduce the dual drift

$$
\widehat{b}=2 \beta_{A, \mu}-b, \quad \beta_{A, \mu}=A \nabla \varrho / \varrho+\operatorname{trace} \nabla A=\left(a^{i j} \partial_{x_{j}} \varrho / \varrho+\partial_{x_{j}} a^{i j}\right)_{i=1}^{d},
$$

which, according to what we have said above, also belongs to $L^{p}(U)$ on every ball $U$. The measure $\mu$ also satisfies the equation

$$
L_{A, \widehat{b}}^{*} \mu=0
$$

with the dual drift.
According to [11], Theorem 5.2.2, the operators $L_{A, b}$ and $L_{A, \widehat{b}}$ on the domain of definition $C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ extend to the generators $L_{A, b}^{\mu}$ and $L_{A, \widehat{b}}^{\mu}$ of strongly continuous sub-Markov semigroups $\left\{T_{t}^{\mu}\right\}_{t \geqslant 0}$ and $\left\{\widehat{T}_{t}^{\mu}\right\}_{t \geqslant 0}$ on the space $L^{1}(\mu)$ such that the
measure $\mu$ is subinvariant with respect to them. We recall that the sub-Markov property means that $0 \leqslant T_{t}^{\mu} f \leqslant 1$ whenever $0 \leqslant f \leqslant 1$. If, in addition, $T_{t}^{\mu} 1=1$, then the semigroup is called Markov. The subinvariance of the measure $\mu$ means the inequality

$$
\int T_{t}^{\mu} f d \mu \leqslant \int f d \mu
$$

holds for all nonnegative $f$. The indicated semigroups are adjoint to each other:

$$
\begin{equation*}
\int \xi T_{t}^{\mu} \eta d \mu=\int \eta \widehat{T}_{t}^{\mu} \xi d \mu \quad \text { and } \quad \int \xi L_{A, b} \eta d \mu=\int \eta L_{A, \widehat{b}} \xi d \mu \tag{2.1}
\end{equation*}
$$

for all $\eta, \xi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$.
The resolvent $R_{\lambda}=\left(\lambda-L_{A, b}^{\mu}\right)^{-1}$ of the semigroup $\left\{T_{t}^{\mu}\right\}_{t \geqslant 0}$ for $\lambda>0$ is characterized as follows: $\left(\lambda-L_{A, b}^{\mu}\right)^{-1} f$ for $f \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ is the limit of solutions $u_{k}$ to the boundary value problems $\lambda u_{k}-L_{A, b} u_{k}=f,\left.u_{k}\right|_{\partial B_{k}}=0$ on the balls $B_{k}$ of radius $k \in \mathbb{N}$. The resolvent $\left\{\widehat{T}_{t}^{\mu}\right\}_{t \geqslant 0}$ is described similarly.

However, these semigroups, called canonical, are not always unique strongly continuous semigroups on $L^{1}(\mu)$ whose generators extend $L_{A, b}$ and $L_{A, \widehat{b}}$. In addition, the measure $\mu$ is not always invariant for these semigroups, that is, the identity

$$
\int T_{t}^{\mu} f d \mu=\int f d \mu
$$

is not always fulfilled for all $f \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ (or for all bounded measurable $f$ ). Sufficient conditions for the invariance of $\mu$ are given in [11], Ch. 5 . Note that $\mu$ being invariant with respect to one of the two semigroups is equivalent to it being invariant with respect to the other (see [11], Remark 5.2.4), and it is also equivalent to the equality $T_{t}^{\mu} 1=1$. For example, for $A=I$ a sufficient condition for invariance is the bound $|b(x)| \leqslant C+C|x|$. It is also sufficient that $|b(x)| /(1+|x|)$ be integrable with respect to $\mu$. One more sufficient condition for invariance in terms of $\mu$ is this: $|b-\nabla \varrho / \varrho| \in L^{1}(\mu)$. In the case of a non-constant $A$ the invariance of $\mu$ for $\left\{T_{t}^{\mu}\right\}_{t \geqslant 0}$ is ensured by the inclusions $a^{i j},\left|b-\beta_{A, \mu}\right| \in L^{1}(\mu)$, as follows from the proofs of Example 5.5.3 and Theorem 5.3.1 in [11]. In particular, if $b=\beta_{A, \mu}$ and $a^{i j} \in L^{1}(\mu)$, then invariance holds.

Throughout, we assume that the functions $a^{i j}$ are locally Lipschitz (which is stronger than the condition in (i) above).
Lemma 2.1. For every function $f \in L^{1}(\mu)$, the family of measures $\nu_{t}=T_{t}^{\mu} f \cdot \mu$ gives a solution to the Cauchy problem for the Fokker-Planck-Kolmogorov equation with the dual drift $\widehat{b}$ and initial condition $f \cdot \mu$.

In addition, the function $u(x, t)=T_{t}^{\mu} f(x)$ is a solution to the Cauchy problem

$$
\begin{equation*}
\partial_{t} u=L_{A, b} u, \quad u(x, 0)=f(x) \tag{2.2}
\end{equation*}
$$

in the following sense: for every $t>0$ the function $T_{t}^{\mu} f$ belongs to the Sobolev class $W^{p, 2}(U)$ on every ball $U$, the function $\left\|T_{t}^{\mu} f\right\|_{W^{p, 2}(U)}^{p}$ is integrable over every compact interval $\left[\tau, T_{0}\right]$ of $(0, T)$, in $U \times\left(\tau, T_{0}\right)$ the Sobolev derivative $\partial_{t} u \in L^{p}\left(U \times\left(\tau, T_{0}\right)\right)$ exists, equality (2.2) for Sobolev derivatives holds almost everywhere, and the initial condition is also fulfilled in the sense of convergence in $L^{1}(\mu)$.

If the function $f$ is locally bounded, then $u(x, t)$ is a weak solution in the sense of [2], which means that for $t>0$ the function $u(\cdot, t)$ belongs to the Sobolev class $W^{2,1}(U)$ on every ball $U$, the function $\|u(\cdot, t)\|_{L^{2}(U)}$ is bounded on all compact intervals $\left[0, T_{0}\right] \subset[0, T)$, the function $\left\|\partial_{x} u(\cdot, t)\right\|_{L^{2}(U)}^{2}$ is integrable on $\left[0, T_{0}\right]$, and for every function $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ the equality

$$
\begin{align*}
\int u(x, t) & \psi(x) d x-\int f(x) \psi(x) d x \\
=- & \int_{0}^{t} \int\left[a^{i j}(x) \partial_{x_{j}} \psi(x) \partial_{x_{i}} u(x, s)-b^{i} \partial_{x_{i}} u(x, s) \psi(x)\right. \\
& \left.+\partial_{x_{j}} a^{i j}(x) \partial_{x_{i}} u(x, s) \psi(x)\right] d x d s \tag{2.3}
\end{align*}
$$

holds.
Proof. Let $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$. Then $\varphi$ belongs to the domain of definition of the generator of the dual semigroup $\left\{\widehat{T}_{t}^{\mu}\right\}_{t \geqslant 0}$ and its action on $\varphi$ coincides with $L_{A, \widehat{b}} \varphi$. In addition,

$$
\widehat{T}_{t}^{\mu} \varphi(x)-\varphi(x)=\int_{0}^{t} L_{A, \widehat{b}} \widehat{T}_{s}^{\mu} \varphi(x) d s
$$

which yields the equality

$$
\begin{aligned}
\int \widehat{T}_{t}^{\mu} \varphi(x) f(x) \mu(d x)-\int \varphi(x) f(x) \mu(d x) & =\iint_{0}^{t} f(x) L_{A, \widehat{b}} \widehat{T}_{s}^{\mu} \varphi(x) d s \mu(d x) \\
& =\iint_{0}^{t} f(x) \widehat{T}_{s}^{\mu} L_{A, \widehat{b}} \varphi(x) d s \mu(d x)
\end{aligned}
$$

Therefore, we have

$$
\int \varphi(x) T_{t}^{\mu} f(x) \mu(d x)-\int \varphi(x) f(x) \mu(d x)=\int_{0}^{t} \int T_{s}^{\mu} f(x) L_{A, \widehat{b}} \varphi(x) \mu(d x) d s
$$

which proves the first assertion.
Let $\varrho$ be a version of the density of the measure $\mu$ which is locally Hölder continuous and Sobolev in $x$. It follows from what we have said about the properties of solution densities that the measure $T_{t}^{\mu} f \cdot \mu$ has a Hölder continuous density $g$ on $(0, T) \times \mathbb{R}^{d}$ such that for almost every $t$ the function $x \mapsto u(x, t) \varrho(x)$ belongs to the Sobolev class $W^{p, 1}(U)$ on every ball $U$ and the function $t \mapsto\left\|\partial_{x} g(x, t)\right\|_{L^{p}(U)}^{p}$ is integrable on compact intervals in $(0, T)$. Hence the function $u$ possesses the same properties. From the equality obtained above, for $0<\tau<t<T$ we have

$$
\int \varphi(x)(u(x, t)-u(x, \tau)) \varrho(x) d x=\int_{\tau}^{t} \int u(x, s) L_{A, \widehat{b}} \varphi(x) \varrho(x) d x d s
$$

Integrating by parts we transform the right-hand side into the form

$$
-\int_{\tau}^{t} \int\left[\partial_{x_{i}}\left(a^{i j}(x) \varrho(x) u(x, s)\right)-\widehat{b}^{j}(x) \varrho(x) u(x, s)\right] \partial_{x_{j}} \varphi(x) d x d s
$$

Now we observe that from (2.1), integrating by parts we obtain the equality

$$
\int\left[-\partial_{x_{i}}\left(a^{i j} \xi \varrho\right) \partial_{x_{j}} \eta+b^{i} \partial_{x_{i}} \eta \xi \varrho\right] d x=\int\left[-\partial_{x_{i}}\left(a^{i j} \eta \varrho\right) \partial_{x_{j}} \xi+\widehat{b}^{i} \partial_{x_{i}} \xi \eta \varrho\right] d x
$$

for all $\eta, \xi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$. Passing to the limit, this remains valid for functions $\eta$ and $\xi$ in the Sobolev class $W^{p, 1}\left(\mathbb{R}^{d}\right)$ such that one of them has compact support, in particular, for $\eta(x)=u(x, s)$ with $s>0$ and $\xi=\varphi$. Hence

$$
\begin{aligned}
& \int \varphi(x)(u(x, t)-u(x, \tau)) \varrho(x) d x \\
& \quad=-\int_{\tau}^{t} \int\left[\partial_{x_{i}}\left(a^{i j}(x) \varrho(x) \varphi(x)\right)-b^{j}(x) \varrho(x) \varphi(x)\right] \partial_{x_{j}} u(x, s) d x d s
\end{aligned}
$$

By a limiting procedure this equality extends to functions $\varphi \in W^{p, 1}\left(\mathbb{R}^{d}\right)$ with compact support, in particular, we can take $\varphi=\psi / \varrho$, where $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$. This yields identity (2.3) for $[\tau, t]$ in place of $[0, t]$. Thus, in every inner strip $u$ is a weak solution of the direct parabolic equation, which, by known results (see [46]), implies the second assertion of the lemma.

The last assertion follows from Theorem 7.3.11 in [11], where it was assumed that $A$ is globally Lipschitz and both $A$ and $A^{-1}$ are uniformly bounded, but we can see from the proof that for the desired assertion about convergence in $L^{2}$ on balls it suffices to have the local Lipschitz property and pointwise invertibility. The theorem just cited also ensures that $u(x, t)$ is bounded on compact sets in $\mathbb{R}^{d} \times[0, T]$, which implies the integrability of $\left\|\partial_{x} u(\cdot, t)\right\|_{L^{2}(U)}^{2}$ on $\left[0, T_{0}\right]$. Indeed, if we multiply (2.2) by $\varphi(x)^{2} u(x, t)$, where $\varphi \in C_{0}^{\infty}(U)$, integrate over $\left[\tau, T_{0}\right] \times U$ and integrate by parts in the integral of $\varphi^{2} u a^{i j} \partial_{x_{i}} \partial_{x_{j}} u$, then we see that the integral of $\varphi^{2} a^{i j} \partial_{x_{i}} u \partial_{x_{j}} u$ is estimated by the sum of the integrals of $2 \varphi \partial_{x_{i}} \varphi a^{i j} u \partial_{x_{j}} u, \varphi^{2} \partial_{x_{i}} a^{i j} u \partial_{x_{j}} u, \varphi^{2} u b^{i} \partial_{x_{i}} u$ and $\varphi^{2} u \partial_{t} u$. As $u$ is bounded on $U \times\left[0, T_{0}\right]$, using the inequality $v w \leqslant \varepsilon v^{2}+\varepsilon^{-1} w^{2}$ with an appropriate $\varepsilon$ enables us to estimate the integral $I(\tau)$ of $\varphi^{2}\left|\nabla_{x} u\right|^{2}$ over $U \times\left[\tau, T_{0}\right]$ by $C+I(\tau)^{1 / 2}$, where $C$ does not depend on $\tau$, which gives the uniform boundedness of $I(\tau)$ up to $\tau-=0$. Therefore, equality (2.3) extends to the whole of the interval $[0, t]$.

Lemma 2.1 is proved.
We observe in passing that so far the boundary behaviour (as $t \rightarrow 0$ ) of these solutions has not been sufficiently investigated. In the elliptic case the boundary values of solutions of equations in divergence form on domains were investigated in [34]-[36] under considerably more general assumptions about the diffusion matrix. For general parabolic boundary value problems, see [63].

According to Theorem 5.4.5 in [11], the canonical semigroup $\left\{T_{t}^{\mu}\right\}_{t \geqslant 0}$ is represented by integrable kernels in the form

$$
T_{t}^{\mu} f(x)=\int f(y) K_{t}(x, d y)
$$

where $K_{t}(x, d y)$ is a family of subprobability measures on $\mathbb{R}^{d}$ of the form

$$
K_{t}(x, d y)=p_{A, b}(t, x, y) d y
$$

where the density $p_{A, b}$ is locally Hölder continuous on $(0, T) \times \mathbb{R}^{d} \times \mathbb{R}^{d}$. If the measure $\mu$ is invariant with respect to the operators $T_{t}^{\mu}$, then the measures $K_{t}(x, d y)$ are probabilistic.

For a bounded measure $\nu$ on $\mathbb{R}^{d}$ we set

$$
K_{t}^{*} \nu(d y):=\int K_{t}(x, d y) \nu(d x)
$$

Then the family $\left\{K_{t}^{*} \nu\right\}_{t \geqslant 0}$ is a solution of the Cauchy problem

$$
\begin{equation*}
\partial_{t} \mu=\partial_{x_{i}} \partial_{x_{j}}\left(a^{i j} \mu\right)-\partial_{x_{i}}\left(b^{i} \mu\right), \quad \mu_{0}=\nu \tag{2.4}
\end{equation*}
$$

with initial condition $\nu$. If the measure $\mu$ is invariant with respect to the operators $T_{t}^{\mu}$, then, for every probability measure $\nu$, the measures $K_{t}^{*} \nu$ are also probabilistic.

For any bounded Borel function $\varphi$ we have the equality

$$
\int \varphi(x) K_{t}^{*} \nu(d x)=\int T_{t}^{\mu} \varphi(x) \nu(d x)
$$

If the measure $\nu$ has a density $f$ with respect to $\mu$, then $K_{t}^{*} \nu=\widehat{T}_{t}^{\mu} f \cdot \mu$. The semigroup property of $T_{t}^{\mu}$ implies the semigroup property of $K_{t}^{*}$ :

$$
K_{t}^{*}\left(K_{s}^{*} \nu\right)=K_{t+s}^{*} \nu, \quad t, s \geqslant 0
$$

If a family of measures $\sigma_{t}$ on $\mathbb{R}^{d}$ satisfies equation (2.4), then the measures $\sigma_{t}$ have densities $v(\cdot, t)$ with respect to the measure $\mu$ and the function $v(x, t)$ of two arguments possesses a locally Hölder continuous density on $(0, T) \times \mathbb{R}^{d}$. As in the lemma above, it is straightforward to verify that $v$ satisfies the direct equation

$$
\partial_{t} v=a^{i j} \partial_{x_{i}} \partial_{x_{j}} v+\widehat{b}^{i} \partial_{x_{i}} v
$$

with the dual drift. If the solution $\left\{\sigma_{t}\right\}$ has the initial condition $\nu$, where $\nu$ is a bounded measure, then the initial condition for $v$ is the locally bounded measure $\varrho^{-1} \nu$, where this initial condition is understood in the sense of convergence of generalized functions, that is, for every function $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$, as $t \rightarrow 0$ the integrals of $\varphi(x) v(x, t)$ converge to the integral of $\varphi$ against the measure $\nu / \varrho$.

For the next lemma we need the fact that a semigroup with similar properties can be constructed for every ball $U$ in place of the whole space, that is, on $L^{1}\left(\left.\mu\right|_{U}\right)$ there is a contractive $C_{0}$-semigroup $\left\{T_{t}^{U, \mu}\right\}_{t \geqslant 0}$ of sub-Markov operators for which the measure $\mu$ on $U$ is subinvariant and its generator extends the operator $\left(L_{A, b}, C_{0}^{\infty}(U)\right.$ ). For a bounded function $f$ (or for $f \in L^{2}(U)$ ) the function $(x, t) \mapsto T_{t}^{U, \mu} f(x)$ on $U \times[0, T]$ is defined as the solution to the initial-boundary value problem

$$
\partial_{t} u=L_{A, b} u, \quad u(x, 0)=f,\left.\quad u\right|_{\partial U \times[0, T]}=0
$$

which exists, as was shown in [2], p. 634, Theorem 1; moreover, it is unique in the class $L^{2}\left([0, T], W_{0}^{2,1}(U)\right)$ of functions $v$ such that $v(t, \cdot)$ belongs to the Sobolev class $W_{0}^{2,1}(U)$ of functions with zero boundary value on $\partial U$ and the function
$\|v(t, \cdot)\|_{W^{2,1}(U)}^{2}$ is integrable on $[0, T]$. The semigroup property follows from the uniqueness of a solution, the sub-Markov property follows from the properties of solutions established in [2]. If $f$ is continuous and has a compact support in $U$, then the solution is continuous on the closure of $U \times[0, T]$. Our conditions on the matrix $A$ are stronger than those assumed in [2], so by virtue of the results in [46] the solution obtained has the property that for each $f \in L^{p}(U)$ the function $T_{t}^{U, \mu} f=u(\cdot, t)$ with $t>0$ belongs to $W_{0}^{p, 1}(U) \cap W^{p, 2}(U)$. Then by Lemma 5.2.1 in [11] the integral of $L_{A, b} T_{t}^{U, \mu} f$ over $U$ is nonpositive if $f \geqslant 0$. Hence for nonnegative functions $f \in C_{0}^{\infty}(U)$ we have

$$
\int_{U} T_{t}^{U, \mu} f d \mu-\int_{U} f d \mu=\int_{0}^{t} \int_{U} L_{A, b} T_{s} f d \mu d s \leqslant 0
$$

which implies the same estimate for all nonnegative functions $f \in L^{1}\left(\left.\mu\right|_{U}\right)$. It follows that the operators $T_{t}^{U, \mu}$ extend to contractions on all spaces $L^{p}\left(\left.\mu\right|_{U}\right), p \geqslant 1$. Note that the role of the measure $\mu$ is as follows: the operators $T_{t}^{U, \mu}$, whose action on bounded functions has no relation to the measure, by virtue of the equation $L_{A, b}^{*} \mu=0$ turn out to be contractions of the spaces $L^{p}\left(\left.\mu\right|_{U}\right)$, but not of the spaces $L^{p}(U)$ with equivalent norms. The resolvent $w=\left(L_{A, b}-\lambda\right)^{-1} f$ for $f \in C_{0}^{\infty}(U)$ satisfies the equation $L_{A, b} w-\lambda w=f$ with zero boundary condition, which follows from the equalities

$$
\left(L_{A, b}-\lambda\right)^{-1} f=\int_{0}^{\infty} e^{-\lambda t} T_{t}^{U, \mu} f d t, \quad L_{A, b} T_{t}^{U, \mu} f=\frac{d}{d t} T_{t}^{U, \mu} f
$$

We can also verify that the semigroup $\left\{T_{t}^{U, \mu}\right\}_{t \geqslant 0}$ we have described coincides with the canonical semigroup in Theorem 5.2.2 in [11], constructed for the domain similarly to the case of the whole space. The resolvent $R_{\lambda}^{U}=\left(\lambda-L_{A, b}^{U, \mu}\right)^{-1}$ of the semigroup $\left\{T_{t}^{U, \mu}\right\}_{t \geqslant 0}$ with $\lambda>0$ is characterized as follows: $\left(\lambda-L_{A, b}^{U, \mu}\right)^{-1} f$ for $f \in C_{0}^{\infty}(U)$ is the solution $u$ of the boundary value problem

$$
\lambda u-L_{A, b} u=f,\left.\quad u\right|_{\partial U}=0
$$

We emphasize that $L_{A, b}^{U, \mu}$ is not the closure of $\left(L_{A, b}, C_{0}^{\infty}(U)\right)$. For example, even for the interval $U=(-1,1)$ with Lebesgue measure and $L u=u^{\prime \prime}$ the image of $C_{0}^{\infty}(U)$ under the operator $L-I$ is not dense in $L^{1}(U)$, since the integral of $e^{x}\left(u^{\prime \prime}(x)-u(x)\right)$ vanishes for all $u \in C_{0}^{\infty}(U)$.

In the case of Hölder continuous coefficients the following fact was establish in the paper [49].

Lemma 2.2. The canonical semigroup is the limit of the aforementioned semigroups $\left\{T_{t}^{k}\right\}_{t \geqslant 0}$ corresponding to the operator $L_{A, b}$ with zero boundary conditions on the balls $B_{k}$ of radius $k \in \mathbb{N}$, which are defined on the spaces $L^{1}\left(\left.\mu\right|_{B_{k}}\right)$. In particular, if $f \in L^{1}(\mu), T>0$ and $u_{k}=T_{t}^{k} f$ is the solution to the initial-boundary value problem

$$
\partial_{t} u_{k}=L_{A, b} u_{k},\left.\quad u_{k}\right|_{\partial B_{k} \times[0, T]}=0, \quad u_{k}(x, 0)=f(x) \quad \text { for } x \in B_{k},
$$

then $T_{t}^{\mu} f(x)=\lim _{k \rightarrow \infty} u_{k}(x, t)$ in $L^{1}(\mu)$ for $t \in[0, T]$.

Proof. It suffices to consider the case $f \geqslant 0$. Suppose in addition that $f \leqslant M$. By the maximum principle $u_{k+1} \geqslant u_{k}$ and $u_{k} \leqslant M$ (see [2], p. 634), hence the pointwise limit $u(x, t)=\lim _{k \rightarrow \infty} u_{k}(x, t) \leqslant M$ exists. Therefore, whenever $\operatorname{Re} \lambda>0$, the pointwise limit

$$
\int_{0}^{\infty} e^{-\lambda t} u(x, t) d t=\lim _{k \rightarrow \infty} \int_{0}^{\infty} e^{-\lambda t} u_{k}(x, t) d t
$$

exists. The construction of the canonical semigroup (see [11], Ch. 5, and the explanations above) yields that the resolvent $R_{\lambda}$ of this semigroup satisfies the equality

$$
R_{\lambda} f(x)=\lim _{k \rightarrow \infty} R_{\lambda}^{B_{k}} f(x)=\lim _{k \rightarrow \infty} \int_{0}^{\infty} e^{-\lambda t} T_{t}^{k} f(x) d t
$$

where $R_{\lambda}^{B_{k}}$ is the resolvent of the semigroup $\left\{T_{t}^{k}\right\}_{t \geqslant 0}$, that is, the function $R_{\lambda}^{B_{k}} f$ is the solution of the boundary value problem $L_{A, b} u-\lambda u=f$ on $B_{k}$. Moreover, for $R_{\lambda} f$ we have the equality

$$
R_{\lambda} f(x)=\int_{0}^{\infty} e^{-\lambda t} T_{t}^{\mu} f(x) d t
$$

Therefore,

$$
\int_{0}^{\infty} e^{-\lambda t} u(x, t) d t=\int_{0}^{\infty} e^{-\lambda t} T_{t}^{\mu} f(x) d t
$$

From the estimates $0 \leqslant u \leqslant M$ and $0 \leqslant T_{t}^{\mu} f(x) \leqslant M$ we obtain the desired equality $u(x, t)=T_{t}^{\mu} f(x)$. Now we drop the assumption that $f$ is bounded. As above, there exists a limit $u(x, t)$ of the increasing sequence of solutions $u_{k}(x, t)$ of initial-boundary value problems on the balls $B_{k}$. For every fixed $M \in \mathbb{N}$, according to what we have proved we have the equality

$$
T_{t}^{\mu} \min (f, M)=\lim _{k \rightarrow \infty} T_{t}^{k} \min (f, M)
$$

The right-hand side does not exceed $u=\lim _{k \rightarrow \infty} T_{t}^{k} f$. The left-hand side increases to $T_{t}^{\mu} f$ as $M \rightarrow \infty$. Hence $T_{t}^{\mu} f \leqslant u$. On the other hand $u \leqslant T_{t}^{\mu} f$, since for any fixed $M$ and $k$ we have $T_{t}^{k} \min (f, M) \leqslant T_{t}^{\mu} \min (f, M)$, and so $T_{t}^{k} f \leqslant T_{t}^{\mu} f$ for all $k$. The lemma is proved.

Theorem 2.3. The canonical semigroup $\left\{T_{t}^{\mu}\right\}_{t \geqslant 0}$ gives the minimal solution of the Cauchy problem (2.2) in the following sense: if $f$ is a $\mu$-integrable nonnegative continuous function and $v(x, t)$ is some nonnegative solution to this Cauchy problem with initial condition $f$ in the aforementioned sense from [2], then

$$
T_{t}^{\mu} f(x, t) \leqslant v(x, t)
$$

A similar assertion is true for the dual drift $\widehat{b}$ and the semigroup $\left\{\widehat{T}_{t}^{\mu}\right\}_{t \geqslant 0}$.
Proof. Let $v$ be an arbitrary nonnegative solution to the Cauchy problem

$$
\partial_{t} v=L_{A, b} v, \quad v(x, 0)=f(x)
$$

Then it follows from the maximum principle (see [2], p.634) that $0 \leqslant u_{k} \leqslant v$ on $B_{k}$, where $u_{k}(x, t)=T_{t}^{k} f(x)$ for $x \in B_{k}$ is the function from the previous lemma. Hence $T_{t}^{\mu} f \leqslant v$. Of course, what we have proved also applies to the dual drift. The theorem is proved.

Below the inequality $\nu_{1} \leqslant \nu_{2}$ for measures means that $\nu_{1}(B) \leqslant \nu_{2}(B)$ for all Borel sets. For measures with densities this reduces to an inequality for densities almost everywhere.

Corollary 2.4. If $\left\{\sigma_{t}\right\}_{t \geqslant 0}$ is some probability solution of the Cauchy problem (2.4) with initial condition $\nu$, then $K_{t}^{*} \nu \leqslant \sigma_{t}$.

Proof. We show that for every nonnegative smooth function $\varphi$ with compact support the integral with respect to the measure $K_{t}^{*} \nu$ is not greater than the integral with respect to the measure $\sigma_{t}$. Fix $t_{1}>0$. It suffices to verify that for every $\varepsilon>0$ the first integral is not greater than the second plus $\varepsilon$. There is $\tau_{1} \in\left(0, t_{1}\right)$ such that

$$
\int T_{t_{1}}^{\mu} \varphi(y) K_{\tau}^{*} \nu(d y) \leqslant \int T_{t_{1}}^{\mu} \varphi(y) \sigma_{\tau}(d y)+\varepsilon
$$

for all $\tau \in\left[0, \tau_{1}\right]$. For $t>0$ the measures $\sigma_{t}$ are given by continuous densities $v(x, t)$ with respect to $\mu$. The function $v(x, t+\tau)$ is a nonnegative solution to the Cauchy problem for the equation $\partial_{t} v=L_{A, \widehat{b}} v$ with the continuous initial condition $v(x, \tau)$ for $t=0$. By Theorem 2.3

$$
K_{t}^{*} \sigma_{\tau}=\widehat{T}_{t}^{\mu} v(\cdot, \tau) \cdot \mu \leqslant v(x, t+\tau) \cdot \mu \quad \text { for } t \geqslant 0
$$

Hence for $t \geqslant 0$ and $\tau \in\left(0, \tau_{1}\right]$ we have

$$
\int \varphi(y) K_{t}^{*} \sigma_{\tau}(d y) \leqslant \int \varphi(x) v(x, t+\tau) \mu(d x)
$$

In addition,

$$
\int \varphi(y) K_{t_{1}}^{*} \sigma_{\tau}(d y)=\int T_{t_{1}}^{\mu} \varphi(y) \sigma_{\tau}(d y) \geqslant \int T_{t_{1}}^{\mu} \varphi(y) K_{\tau}^{*} \nu(d y)-\varepsilon
$$

Thus,

$$
\int T_{t_{1}}^{\mu} \varphi(y) K_{\tau}^{*} \nu(d y) \leqslant \int \varphi(x) v\left(x, t_{1}+\tau\right) \mu(d x)+\varepsilon
$$

that is,

$$
\int T_{t_{1}+\tau}^{\mu} \varphi(y) \nu(d y) \leqslant \int \varphi(x) \sigma_{t_{1}+\tau}(d x)+\varepsilon
$$

which, as $\tau \rightarrow 0$, gives the estimate

$$
\int T_{t_{1}}^{\mu} \varphi(y) \nu(d y) \leqslant \int \varphi(x) \sigma_{t_{1}}(d x)+\varepsilon
$$

completing the proof.
Corollary 2.5. If for some probability measure $\nu$ all measures $K_{t}^{*} \nu\left(\right.$ or $\left.\widehat{K}_{t}^{*} \nu\right)$ are probabilistic, then the Cauchy problem (2.4) has a unique probability solution $K_{t}^{*} \sigma$ for every initial probability distribution $\sigma$.
Proof. If the measures $K_{t}^{*} \nu$ are probabilistic, then the integral of $T_{t / 2}^{\mu} 1$ with respect to the measure $K_{t / 2}^{*} \nu$ is equal to the integral of $T_{t}^{\mu} 1$ with respect to the measure $\nu$, that is, the integral of 1 with respect to the measure $K_{t}^{*} \nu$, is equal to 1 . Since the
measure $K_{t}^{*} \nu$ possesses a positive density and $T_{t / 2}^{\mu} 1 \leqslant 1$, this is only possible in the case when $T_{t / 2}^{\mu} 1=1$. Hence the measure $\mu$ is invariant for the canonical semigroup, and for every probability measure $\sigma$ the family $K_{t}^{*} \sigma$ gives a probability solution with initial condition $\sigma$. Its minimality implies that there are no other probability solutions. The corollary is proved.

Theorem 2.6. Let $b=\beta_{A, \mu}, a^{i j} \in L^{1}(\mu)$. Then the probability solution of equation (2.4) is unique.

If $A=I$ and $b=\nabla V$, where $V \in W_{\mathrm{loc}}^{p, 1}, p>d$ and $e^{V} \in L^{1}\left(\mathbb{R}^{d}\right)$, then the probability solution of equation (2.4) is unique. In particular, this is true for $d=1$ if $e^{B} \in L^{1}(\mathbb{R})$ and $B^{\prime}=b$.

Proof. The first assertion follows from what has been said above. Indeed, according to the results presented at the beginning of this section, under our conditions the measure $\mu$ is invariant for the semigroup $\left\{T_{t}^{\mu}\right\}_{t \geqslant 0}$, hence $K_{t}^{*} \mu=\mu$ is a probability measure for each $t$. By Corollary 2.5 the Cauchy problem under consideration has a unique probability solution for every initial distribution $\nu$. To prove the second assertion take the measure $\mu=C \exp V d x$, where $C$ is picked so that the measure becomes probabilistic. Then $\beta_{A, \mu}=\nabla V$, that is, $b-\beta_{A, \mu}=0$.

## § 3. Uniqueness in the one-dimensional case

In this section $d=1$. Set

$$
B(x)=\int_{0}^{x} b(s) d s
$$

The next assertion is inspired by Lemma 9.3 in Feller's paper [29].
Proposition 3.1. Let $b$ be a locally bounded Borel function and let $w$ be a nonnegative function, absolutely continuous on compact intervals and satisfying the inequality

$$
w^{\prime \prime}-b w^{\prime} \geqslant w
$$

in the sense of distributions; moreover, suppose that the limit

$$
\lim _{|x| \rightarrow \infty} w(x)=q
$$

exists and is finite. Then the following assertions are true:
(i) if $q=0$, then $w=0$;
(ii) if $q>0$, then $e^{B} \in L^{1}(\mathbb{R})$.

Analogous assertions are true in a more general case when

$$
a w^{\prime \prime}-b w^{\prime} \geqslant w,
$$

where $a>0$ is a locally Lipschitz function, but here in (ii) the integrability of the function $\exp \int_{0}^{x} a(s)^{-1} b(s) d s$ is asserted.

Proof. Since a nonnegative distribution is locally a finite measure, the equality

$$
w^{\prime \prime}=b w^{\prime}+w+m
$$

holds, where $m$ is a nonnegative Borel measure which is finite on compact intervals. Hence $w^{\prime}$ as a distribution is given by an ordinary function $v$ of bounded variation on compact intervals.

We show that the function $w$ cannot have positive local maxima. This is well known for twice differentiable solutions (see [54], Ch. 1), but we need the general case. Let $z$ be a point of local maximum. Suppose first (as in the classical result) that at the point $z$ the derivative of the function $w$ exists and is continuous. Then $w^{\prime}(z)=0$, hence since $b$ is locally bounded and we have assumed that $w^{\prime}$ is continuous at $z$, we have $w^{\prime \prime} \geqslant w(z) / 2$ in some neighbourhood of the point $z$ in the sense of distributions. Hence $w^{\prime}(x)>0$ for all $x>z$ in this neighbourhood, and so $w(x)>w(z)$, contradicting the fact that $w(z)$ is a local maximum. Now we drop the assumption about the existence and continuity of the derivative at $z$. For the function $v$ of locally bounded variation representing the generalized function $w^{\prime}$, as noted above, there exist one-sided limits $L=\lim _{x \rightarrow z-} v(x)$ and $R=\lim _{x \rightarrow z+} v(x)$. Then $L \leqslant R$, since in case $L>R$ the measure $w^{\prime \prime}$ must have an atom at the point $z$ with a negative coefficient, which is impossible by the equality $w^{\prime \prime}=b w^{\prime}+w+m$, where $m \geqslant 0$ and the measure with density $b w^{\prime}+w$ has no atoms. If $L=R$, then we obtain the existence and continuity of $w^{\prime}$ at the point $z$ and arrive at the case under consideration. If $L<R$, then either $L<0$ or $R>0$. Both cases are impossible at a point of local maximum, since in the first case in every interval $(z-\varepsilon, z)$ there exist points with values larger than $w(z)$, and in the second case such points exist in any interval $(z, z+\varepsilon)$.

Let $q=0$, that is, $w(x) \rightarrow 0$ as $|x| \rightarrow \infty$. If $w$ assumes a positive value, then $w$ has a positive local maximum, which is impossible. Therefore, $w=0$.

Now let $q>0$. Then $w \leqslant q$, since otherwise there exists a point of positive local maximum. There is $z>0$ such that $w(x) \geqslant q / 2$ whenever $|x| \geqslant z$. Such a point can be taken so that $w(z)<q$, since $w$ cannot be constant. Then there exists a point $z_{1}>z$ for which $w(x)>w(z)$ for all $x \geqslant z_{1}$. On $\left[z_{1},+\infty\right)$ the function $w$ must be increasing, since the existence of points $y>x>z_{1}$ with $w(y)<w(x)$ yield a local maximum on the interval $[z, y]$ by the inequalities $w(z)<w(y)<w(x)$. Thus, $w^{\prime} \geqslant 0$ on $\left(z_{1},+\infty\right)$. Similarly, there exists a point $z_{2}<-z$ such that $w^{\prime}(x) \leqslant 0$ for all $x \leqslant z_{2}$. Obviously, we can assume that both points $z_{1}$ and $z_{2}$ are picked such that the function $w^{\prime}$ of bounded variation is continuous at them and $w^{\prime}\left(z_{1}\right)>0$, $w^{\prime}\left(z_{2}\right)<0$.

Since $w^{\prime}$ is of locally bounded variation, on the ray $\left(z_{1},+\infty\right)$ we obtain the inequality in the sense of distributions:

$$
\left(w^{\prime} e^{-B}\right)^{\prime} \geqslant w e^{-B} .
$$

Therefore, for almost all $x>z_{1}$ we have

$$
w^{\prime}(x) \geqslant w^{\prime}\left(z_{1}\right) e^{-B\left(z_{1}\right)} e^{B(x)}+e^{B(x)} \int_{z_{1}}^{x} w(y) e^{-B(y)} d y
$$

and so

$$
w^{\prime}\left(z_{1}\right) e^{-B\left(z_{1}\right)} \int_{z_{1}}^{+\infty} e^{B(x)} d x \leqslant \int_{z_{1}}^{+\infty} w^{\prime}(x) d x=q-w\left(z_{1}\right)<\infty
$$

Therefore, the function $e^{B}$ is integrable on $\left[z_{1},+\infty\right)$. Similarly, we obtain integrability on $\left(-\infty, z_{2}\right]$. Thus, the function $e^{B}$ is integrable on $\mathbb{R}$.

The second assertion of the proposition is proved similarly, but for $B$ we take

$$
B(x)=\int_{0}^{x} \frac{b(s)}{a(s)} d s+\ln a(x)
$$

and the corresponding inequality takes the form $\left(a w^{\prime} e^{-B}\right)^{\prime} \geqslant u w^{-B}$, which leads to the inequality $w^{\prime}(x) \geqslant u^{\prime}\left(z_{1}\right) e^{-B\left(z_{1}\right)} e^{B(x)} a(x)^{-1}$ and shows that the function $e^{B(x)} a(x)^{-1}$ is integrable.

Proposition 3.1 is proved.
We now prove our main theorems.
Proof of Theorem 1.1. Suppose that there exist two probability solutions $\varrho_{1}$ and $\varrho_{2}$. Then by Theorem 2.6

$$
e^{B} \notin L^{1}(\mathbb{R})
$$

We shall use continuous versions of densities (which exist as we have noted). Set

$$
F(x, t)=\int_{-\infty}^{x} r(y, t) d y, \quad r(y, t)=\varrho_{1}(y, t)-\varrho_{2}(y, t), \quad F(x, 0)=0
$$

that is, $F$ is the difference of the distribution functions of these two solutions. Note that $F(x, t) \rightarrow 0$ as $t \rightarrow 0$ for all points $x$, apart from an at most countable set (possible atoms of the common initial distribution). In addition, $-1 \leqslant F(x, t) \leqslant 1$. Finally, for almost all $t$ the function $F(x, t)$ tends to zero as $|x| \rightarrow+\infty$. Since we are using the continuous version of the function $r$, the function $F$ is Borel on $\mathbb{R} \times(0, T)$. With respect to the argument $x$ the function $F(x, t)$ is continuously differentiable.

Let $\zeta$ be a smooth probability density with compact support. Set

$$
q(t)=\int\left[\zeta^{\prime \prime}(x) F(x, t)-b(x) \zeta(x) r(x, t)\right] d x, \quad q(0)=0
$$

where here and below we do not indicate the limits of integration when integrating over the whole real line. The function $q$ is Borel and is bounded on $[0, T]$. Hence the function

$$
C(t)=\int_{0}^{t} q(s) d s
$$

is Lipschitz on $[0, T]$ and $C(0)=0$. We show that the bounded Borel function

$$
H(x, t)=F(x, t)-\int \zeta(y) F(y, t) d y+C(t)
$$

on $\mathbb{R} \times[0, T]$, which is continuously differentiable in the variable $x$, satisfies the equation

$$
\partial_{t} H=\partial_{x}^{2} H-b \partial_{x} H
$$

in the sense of the equality

$$
\begin{align*}
\int \psi & (x) H(x, t) d x-\int \psi(x) H(x, s) d x \\
& =\int_{s}^{t} \int\left[\psi^{\prime \prime}(x) H(x, \tau)-\psi(x) b(x) \partial_{x} H(x, \tau)\right] d x d \tau \tag{3.1}
\end{align*}
$$

for every function $\psi \in C_{0}^{\infty}(\mathbb{R})$ and all $t, s \in(0, T)$ with $s \leqslant t$. Note that

$$
\partial_{x} H(x, t)=r(x, t)
$$

by the continuity of the version of $r$ under consideration.
By the definition of a solution, for every function $\varphi \in C_{0}^{\infty}(\mathbb{R})$ and all $s, t \in(0, T)$ we have the equality

$$
\int \varphi(x) r(x, t) d x-\int \varphi(x) r(x, s) d x=\int_{s}^{t} \int\left[\varphi^{\prime \prime}+b \varphi^{\prime}\right] r d x d \tau
$$

Substituting $\partial_{x} F=r$ and integrating by parts, we arrive at

$$
\int \varphi^{\prime}(x) F(x, t) d x-\int \varphi^{\prime}(x) F(x, s) d x=\int_{s}^{t} \int\left[\varphi^{\prime \prime \prime} F-b \varphi^{\prime} \partial_{x} F\right] d x d \tau
$$

Let $\psi \in C_{0}^{\infty}(\mathbb{R})$. Then there exists a function $\varphi \in C_{0}^{\infty}(\mathbb{R})$ such that

$$
\varphi^{\prime}(x)=\psi(x)-\zeta(x) \int \psi(y) d y
$$

Substituting into the above equality we obtain

$$
\begin{aligned}
\int \psi(x) & \left(F(x, t)-\int \zeta(y) F(y, t) d y\right) d x-\int \psi(x)\left(F(x, s)-\int \zeta(y) F(y, s) d y\right) d x \\
= & \int_{s}^{t} \int\left[\psi^{\prime \prime}(x) F(x, t)-b(x) \psi(x) \partial_{x} F(x, t)\right. \\
& \left.\quad-\psi(x)\left(\int\left(\zeta^{\prime \prime}(y) F(y, \tau)-b(y) \zeta(y) \partial_{y} F(y, \tau)\right) d y\right)\right] d x d \tau \\
= & \int_{s}^{t} \int\left[\psi^{\prime \prime}(x) F(x, t)-b(x) \psi(x) \partial_{x} F(x, t)-\psi(x) q(\tau)\right] d x d \tau
\end{aligned}
$$

Now, to prove (3.1) it suffices to observe that in the integrals containing $\psi^{\prime \prime}$ and $\partial_{x} F$ we can replace $F(x, t)$ by $H(x, t)$, since the difference $H(x, t)-F(x, t)$ does not depend on $x$.

It follows from equality (3.1) that the function

$$
t \mapsto \int \psi(x) H(x, t) d x
$$

is Lipschitz on $(0, T)$. In addition, on the right-hand side of (3.1) we can integrate the term with $\psi^{\prime \prime}$ under the integral twice by parts, which gives us the integral of $\psi(x) \partial_{x} r(x, t)$. This yields the equality

$$
\begin{equation*}
H(x, t)-H(x, s)=\int_{s}^{t}\left[\partial_{x} r(x, \tau)-b(x) r(x, \tau)\right] d \tau \tag{3.2}
\end{equation*}
$$

for almost all $x$ (for any fixed $s$ and $t$ ) and also in the sense of distributions. The left-hand side is continuously differentiable in $x$.

Consider the bounded Borel function

$$
W(x, t)=\frac{H(x, t)^{2}}{2}
$$

on $\mathbb{R} \times[0, T]$, which is also continuously differentiable in the variable $x$. For $t>0$ this function satisfies

$$
\partial_{t} W=\partial_{x}^{2} W-b \partial_{x} W-\left|\partial_{x} H\right|^{2}
$$

and therefore we have the inequality

$$
\partial_{x}^{2} W-b \partial_{x} W \geqslant \partial_{t} W
$$

For $t>0$ the equation and the inequality hold almost everywhere in $x$ and also in the sense of distributions, because the function $x \mapsto \partial_{x} W(x, t)$ is locally absolutely continuous as the function $x \mapsto r(x, t)$ is (the solution densities are locally Sobolev in $x$ for $t>0$ ). In addition,

$$
W(x, 0)=0, \quad W \geqslant 0, \quad \eta(t):=\lim _{x \rightarrow+\infty} W(x, t)=\lim _{x \rightarrow-\infty} W(x, t) \geqslant 0 .
$$

The first equality is fulfilled for all $x$ excepting possibly a countable set, since $F(x, t) \rightarrow 0$ as $t \rightarrow 0$ for all $x$ in the complement of an at most countable set. The two limits of $W(x, t)$ with respect to $x$ are equal for almost all $t$ because $\lim _{|x| \rightarrow \infty} F(x, t)=0$ for almost all $t$. Now consider a new function:

$$
w(x)=\int_{0}^{T} W(x, t) e^{-t} d t
$$

This function is nonnegative, bounded, and continuous, and

$$
\lim _{|x| \rightarrow \infty} w(x)=\int_{0}^{T} \eta(t) e^{-t} d t
$$

For the sequel we note that

$$
w^{\prime}(x)=\int_{0}^{T} H(x, t) r(x, t) e^{-t} d t
$$

almost everywhere, $w^{\prime}(x)$ is integrable because $H$ is uniformly bounded, and this expression also defines the generalized derivative, so that the function $w$ is absolutely continuous on compact intervals. To justify this we observe that the function $H(x, t) r(x, t) e^{-t}$ is integrable in both variables on the strip $(-\infty,+\infty) \times[0, T]$, since, for each fixed $t$, the function $r(x, t)$ is the difference of subprobability densities, hence the integral of $|r(x, t)|$ with respect to the variable $x$ over the real line is no greater than 2. By Fubini's theorem, the function given by the right-hand side is integrable. By integrating by parts against a test function it is readily verified that this expression serves as the generalized derivative of $w$.

Now we show that $w$ satisfies the inequality

$$
w^{\prime \prime}-b w^{\prime} \geqslant w
$$

in the sense of distributions. Once this is done, since $e^{B} \notin L^{1}(\mathbb{R})$, from Proposition 3.1 we obtain that $w=0$. Then $W=0$, hence $H=0$, that is, $F(x, t)$ does not depend on $x$, which means that $r(x, t)=0$.

To justify the desired inequality we observe that for $\tau>0$ the function

$$
w(\tau, x):=\int_{\tau}^{T} W(x, t) e^{-t} d t
$$

satisfies the inequality

$$
\begin{aligned}
\int_{\tau}^{T} \partial_{t} W(x, t) e^{-t} d t & =w(\tau, x)+W(x, T) e^{-T}-W(x, \tau) e^{-\tau} \\
& \geqslant w(\tau, x)-W(x, \tau) e^{-\tau}
\end{aligned}
$$

Therefore, the inequality

$$
w(\tau, x)^{\prime \prime}-b(x) w(\tau, x)^{\prime} \geqslant w(\tau, x)-W(x, \tau) e^{-\tau}
$$

holds in the sense of distributions (with derivatives with respect to $x$ ), that is, for every nonnegative smooth function $\varphi$ with compact support,

$$
\begin{aligned}
& \int\left[\varphi^{\prime \prime}(x) w(\tau, x)-b(x) \partial_{x} w(\tau, x) \varphi(x)\right] d x \\
& \quad \geqslant \int \varphi(x) w(\tau, x) d x-\int \varphi(x) W(x, \tau) e^{-\tau} d x
\end{aligned}
$$

where the derivative $\partial_{x} w(\tau, x)$ exists almost everywhere and defines the generalized derivative similarly to the case of the function $w$. As $\tau \rightarrow 0$, the last integral tends to zero, since the function $W(x, t)$ is uniformly bounded and $W(x, \tau) \rightarrow 0$ as $\tau \rightarrow 0$ for almost all $x$. The first integral on the right tends to the integral of $\varphi w$ as $\tau \rightarrow 0$. The integral of $\varphi^{\prime \prime}(x) w(\tau, x)$ tends to the integral of $\varphi^{\prime \prime}(x) w(x)$. The integral of $b(x) \partial_{x} w(\tau, x) \varphi(x)$ tends to the integral of $b(x) w^{\prime}(x) \varphi(x)$, because

$$
w^{\prime}(\tau, x)=\int_{\tau}^{T} H(x, t) r(x, t) e^{-t} d t
$$

and the function $H(x, t) e^{-t}$ is uniformly bounded. Thus, letting $\tau \rightarrow 0$ we obtain the desired inequality.

Theorem 1.1 is proved.
Proof of Theorem 1.2. Suppose that condition (1.4) is fulfilled. The function

$$
\psi(x)=\int_{0}^{x} \frac{1}{\sqrt{a(s)}} d s
$$

is a diffeomorphism of the real line with locally Lipschitz derivative (this follows from the local Lipschitz property, since $a$ is positive). Let $\varphi=\psi^{-1}$ be the
inverse function. The family of measures $\mu_{t}=\varrho(x, t) d x$ is a solution of the Cauchy problem (1.3) precisely when the family of measures $\sigma_{t}=\sigma(y, t) d y$, where $\sigma(y, t)=\varphi^{\prime}(y) \varrho(\varphi(y), t)$, satisfies the equation

$$
\partial_{t} \sigma_{t}=\partial_{y}^{2} \sigma_{t}-\partial_{y}\left(\beta \sigma_{t}\right)
$$

with the drift coefficient

$$
\beta(y)=b(\varphi(y)) \psi^{\prime}(\varphi(y))+a(\varphi(y)) \psi^{\prime \prime}(\varphi(y))
$$

and initial condition $\widetilde{\nu}=\nu \circ \psi^{-1}$. By Theorem 1.1 the probability solution of the Cauchy problem for $\sigma_{t}$ is unique. Therefore, the probability solution of the original Cauchy problem is also unique. Examples of non-uniqueness in the case where condition (1.4) is not fulfilled are constructed in the next section.

## § 4. Examples of non-uniqueness

We start with examples completing the proof of Theorem 1.2.
Let $T=1$.
Example 4.1. Let $a$ be a locally Lipschitz positive function on the real line such that

$$
\int_{-\infty}^{0} \frac{1}{\sqrt{a(s)}} d s=y_{1}<\infty \quad \text { and } \quad \int_{0}^{+\infty} \frac{1}{\sqrt{a(s)}} d s=y_{2}<\infty
$$

Set $b=a^{\prime} / 2$. Then there exists a locally Lipschitz probability density $\varrho_{0}$ (which is smooth if $a$ is) such that the Cauchy problem

$$
\begin{equation*}
\partial_{t} \varrho=\partial_{x}^{2}(a \varrho)-\partial_{x}(b \varrho), \quad \varrho(x, 0)=\varrho_{0}(x) \tag{4.1}
\end{equation*}
$$

has infinitely many linearly independent solutions $\varrho$ such that the function $\varrho$ is continuous on $\mathbb{R} \times[0,1]$, continuously differentiable in $t$, locally Lipschitz in $x$ (if the coefficient $a$ is twice continuously differentiable, then $\varrho$ is also twice continuously differentiable in $x$ ), and

$$
\varrho(x, t)>0, \quad \int \varrho(x, t) d x=1 .
$$

The function

$$
\psi(x)=\int_{0}^{x} \frac{1}{\sqrt{a(s)}} d s
$$

defines a diffeomorphism from the real line onto the interval $J=\left(-y_{1}, y_{2}\right)$ with locally Lipschitz derivative. We denote the inverse function $\psi^{-1}$ by $\varphi$. Changing the variables we arrive at the Cauchy problem

$$
\partial_{t} \sigma=\partial_{y}^{2} \sigma, \quad \sigma(y, 0)=\sigma_{0}(y)
$$

where

$$
\sigma(y, t)=\varphi^{\prime}(y) \varrho(\varphi(y), t) \quad \text { and } \quad \sigma_{0}(y)=\varphi^{\prime}(y) \varrho_{0}(\varphi(y))
$$

Below we pick a smooth probability density $\sigma_{0}$ on the interval $J$ determining the required initial density $\varrho_{0}$. We observe that if the new Cauchy problem for the
function $\sigma$ has infinitely many linearly independent probability solutions, then the original Cauchy problem has also infinitely many linearly independent probability solutions.

On $\left[-y_{1}, y_{2}\right] \times[0,1]$ consider the initial-boundary value problem

$$
\begin{equation*}
\partial_{t} \sigma=\partial_{y}^{2} \sigma, \quad \sigma(y, 0)=\sigma_{0}(y), \quad \partial_{y} \sigma\left(-y_{1}, t\right)=\partial_{y} \sigma\left(y_{2}, t\right)=\theta(t) \tag{4.2}
\end{equation*}
$$

where $\theta$ is a continuously differentiable function, $\theta(0)=\theta^{\prime}(0)=0$ and $\sigma_{0}$ is a smooth nonnegative function with compact support in $\left(y_{1}, y_{2}\right)$. It is known (see [43], Theorem 5.3) that there exists a solution $\sigma$ that is a function on $\left[-y_{1}, y_{2}\right] \times[0,1]$ which is continuously differentiable in $t$ and twice continuously differentiable in $y$. We verify that for all $t \in[0,1]$

$$
\int_{-y_{1}}^{y_{2}} \sigma(y, t) d y=\int_{-y_{1}}^{y_{2}} \sigma_{0}(y) d y
$$

In fact,

$$
\begin{aligned}
\frac{d}{d t} \int_{-y_{1}}^{y_{2}} \sigma(y, t) d y & =\int_{-y_{1}}^{y_{2}} \partial_{t} \sigma(y, t) d y=\int_{-y_{1}}^{y_{2}} \partial_{y}^{2} \sigma(y, t) d y \\
& =\partial_{y} \sigma\left(y_{2}, t\right)-\partial_{y} \sigma\left(-y_{1}, t\right)=0
\end{aligned}
$$

Adding a constant to $\sigma$ (and correspondingly to $\sigma_{0}$ ) we can assume that $\sigma>0$. Multiplying $\sigma$ by a suitable constant, we obtain the solution $\sigma$ which for every $t$ is a probability density on $\left[-y_{1}, y_{2}\right]$. If the functions $\theta_{1}, \ldots, \theta_{N}$ are linearly independent, then the corresponding solutions $\sigma_{1}, \ldots, \sigma_{N}$ are also linearly independent. To prove this it suffices to observe that $\theta_{j}(t)=\partial_{y} \sigma_{j}\left(y_{2}, t\right)$. Thus, taking linearly independent functions $\theta$, we can construct linearly independent solutions $\sigma$. Returning to the original coordinates, we obtain linearly independent probability solutions of the Cauchy problem (4.1) under consideration.

In the following example only one integral from condition (1.4) converges.
Example 4.2. Let $a$ be a locally Lipschitz positive function on the real line such that

$$
\int_{-\infty}^{0} \frac{1}{\sqrt{a(s)}} d s=y_{1}<\infty \quad \text { and } \quad \int_{0}^{+\infty} \frac{1}{\sqrt{a(s)}} d s=\infty
$$

Then there exists a locally bounded Borel drift coefficient $b$ (which is continuous if $a$ has a continuous derivative) and an initial condition with a locally Lipschitz probability density $\varrho_{0}$ (which is smooth if $a$ is) for which the Cauchy problem

$$
\begin{equation*}
\partial_{t} \varrho=\partial_{x}^{2}(a \varrho)-\partial_{x}(b \varrho), \quad \varrho(x, 0)=\varrho_{0}(x) \tag{4.3}
\end{equation*}
$$

has infinitely many linearly independent solutions $\varrho$ with the following properties: the function $\varrho$ is continuous on $\mathbb{R} \times[0,1]$, continuously differentiable in $t$, locally Lipschitz in $x$ (and twice continuously differentiable in $x$ in the case of a twice continuously differentiable coefficient $a$ ), and

$$
\varrho(x, t)>0, \quad \int \varrho(x, t) d x=1 \text {. }
$$

The function

$$
\psi(x)=\int_{0}^{x} \frac{1}{\sqrt{a(s)}} d s
$$

is a diffeomorphism of the real line onto the ray $J=\left(-y_{1},+\infty\right)$ with locally Lipschitz derivative. Let $\varphi=\psi^{-1}$. In the new coordinates the Cauchy problem (4.3) has the form

$$
\partial_{t} \sigma=\partial_{y}^{2} \sigma-\partial_{y}(\beta \sigma), \quad \sigma(y, 0)=\sigma_{0}(y)
$$

where

$$
\begin{gathered}
\beta=\psi^{\prime} b+a \psi^{\prime \prime}=\frac{b}{\sqrt{a}}-\frac{1}{2} \frac{a^{\prime}}{\sqrt{a}} \\
\sigma_{0}(y)=\varphi^{\prime}(y) \varrho_{0}(\varphi(y)), \quad \sigma(y, t)=\varphi^{\prime}(y) \varrho(\varphi(y), t)
\end{gathered}
$$

Below we pick a smooth coefficient $\beta$, from which we find the required coefficient $b$ by the formula $b=\beta \sqrt{a}+a^{\prime} / 2$. It is seen from this formula that if the derivative $a^{\prime}$ is continuous, then the function $b$ is also continuous and if $a$ is locally Lipschitz, then it is locally bounded. In addition, we pick some initial density $\sigma_{0}$ which will give $\varrho_{0}$. We make one more change of coordinates

$$
\eta(y)=1-\left(y+y_{1}+1\right)^{-1}
$$

which transforms the ray $J$ into the interval $(0,1)$. In the new coordinates we arrive at the Cauchy problem

$$
\partial_{t} v=\partial_{z}^{2}\left((1-z)^{4} v\right)-\partial_{z}(h v), \quad v(z, 0)=v_{0}(z)
$$

As above, $h=\eta^{\prime} \beta+\eta^{\prime \prime}$ and $v(z, t)=\xi^{\prime}(z) \sigma(\xi(z), t)$, where $\xi=\eta^{-1}$. Now take the third order polynomial

$$
h(z)=-4(1-z)^{3}-1
$$

which determines the smooth function $\beta=\left(h-\eta^{\prime \prime}\right) / \eta^{\prime}$. We have

$$
\partial_{z}^{2}(1-z)^{4}-\partial_{z} h(z)=0, \quad h(0)=-5, \quad h(1)=-1 .
$$

Suppose also that $v_{0}$ is a smooth function with compact support in the interval $(0,1)$. Consider the initial-boundary value problem

$$
\begin{gather*}
\partial_{t} v=\partial_{z}^{2}\left((1-z)^{4} v\right)-\partial_{z}(h v), \quad v(z, 0)=v_{0}(z) \\
v(1, t)=v(0, t)+\partial_{z} v(0, t)=\theta(t) \tag{4.4}
\end{gather*}
$$

on $[0,1] \times[0,1]$, where $\theta$ is a continuously differentiable function and $\theta(0)=\theta^{\prime}(0)=0$. Below we show that this problem has a solution $v$ that is continuously differentiable in $t$ and twice continuously differentiable in $z$ on $[0,1] \times[0,1]$. We verify that

$$
\int_{0}^{1} v(z, t) d z=\int_{0}^{1} v_{0}(z) d z
$$

for all $t \in[0,1]$. In fact,

$$
\begin{aligned}
\frac{d}{d t} \int_{0}^{1} v(z, t) d z & =\int_{0}^{1}\left[\partial_{z}^{2}\left((1-z)^{4} v\right)-\partial_{z}(h v)\right] d z \\
& =-v(0, t)-\partial_{z} v(0, t)+v(1, t)=0
\end{aligned}
$$

The function $h$ is picked in such a way that if $v$ is a solution of the equation, then $v+$ const is also a solution. Adding a constant we can assume that $v>0$. Next, multiplying by a suitable constant, we can assume that the function $x \mapsto v(x, t)$ is a probability density on $[0,1]$ for every $t$. Finally, linearly independent solutions correspond to the linearly independent functions $\theta$.

The reasoning we have given here is essentially based on the solvability of the initial-boundary value problem (4.4). The main difficulty is that the equation degenerates at $z=1$. Boundary value problems for degenerate elliptic and parabolic equations are considered in many works, among which we mention [26], [27], [31], [51] and [55]. However, the assertion we need about the solvability of the third boundary value problem is only contained in [26], without proof; furthermore, the proof of this assertion is also omitted from [27], which contains the proofs of the main results from [26]. In the closely related paper [55], the solvability of the third boundary value problem for a degenerate elliptic equation is studied, a particular case of which is, of course, a parabolic equation, but the smoothness of the boundary assumed there is such that the result does not apply to parabolic problems. Moreover, in [55] only a generalized solution is constructed. For these reasons we include the necessary assertion here together with a short justification in the case of one space variable, which is the case we are looking at. A general assertion will be considered in a separate paper.

Let $a, b, c$ and $f$ be infinitely differentiable functions on $\mathbb{R} \times[0, T]$, let $h, g$ and $k$ be infinitely differentiable functions on $[0, T]$, and let $u_{0}$ be an infinitely differentiable function with compact support in ( 0,1 ). Suppose that $a \geqslant 0$ and consider the following problem:

$$
\begin{gather*}
\partial_{t} u=a \partial_{x}^{2} u+b \partial_{x} u+c u+f, \quad u(x, 0)=u_{0}(x), \quad u(1, t)=h(t),  \tag{4.5}\\
\partial_{x} u(0, t)+k u(0, t)=g(t) .
\end{gather*}
$$

Proposition 4.3. Suppose that $a(0, t)>0$ and $a(1, t)=0$, and let

$$
b(1, t)-\partial_{x} a(1, t)>0
$$

Then there exists a unique solution $v$ of the Cauchy problem (4.5) in the class of functions that are continuously differentiable in $t$ and twice continuously differentiable in $x$ on the rectangle $[0,1] \times[0, T]$.
Proof. Let $u=w e^{\lambda t+\gamma x}$. Then

$$
\begin{gathered}
w_{t}=a \partial_{x}^{2} w+(b+2 \gamma a) \partial_{x} w+\left(\gamma^{2} a+\gamma b+c-\lambda\right) w+f e^{-\lambda t-\gamma x} \\
w(x, 0)=u_{0}(x) e^{-\gamma x}, \quad w(1, t)=h(t) e^{-\gamma-\lambda t} \\
\partial_{x} w(0, t)+(k+\gamma) w(0, t)=g(t) e^{-\lambda t}
\end{gathered}
$$

Picking constants $\gamma<0$ and $\lambda>0$, we can obtain

$$
k+\gamma<0 \quad \text { and } \quad \gamma^{2} a+\gamma b+c-\lambda<0
$$

Moreover, the condition $b(1, t)-\partial_{x} a(1, t)$ for our new coefficient $b+2 \gamma a$ in place of $b$ is preserved, since $a(1, t)=0$. So in what follows, passing from $u$ to $w$, we assume
that the inequalities $c \leqslant-c_{0}<0$ and $k \leqslant-k_{0}<0$ hold for some numbers $c_{0}$ and $k_{0}$. Moreover, subtracting a function $Q$ from the solution $u$ which is such that $Q(1, t)=h(t)$ and $\partial_{x} Q(0, t)+k(t) Q(0, t)=g(t)$, we can assume that $h=g=0$.

Let $n \in \mathbb{N}$. It is known (see [5], [20], [21], [57] and [39], Ch. 2, §4, Theorem 4.1) that there exists a solution $u_{n}$ of the Cauchy problem for the equation with $a+n^{-1}$ in place of $a$. Let $q_{n}=u_{n}^{2} / 2$. Then

$$
\partial_{t} q_{n}=a \partial_{x}^{2} q_{n}+b \partial_{x} q_{n}+2 c q_{n}+f u_{n}-a\left(\partial_{x} q_{n}\right)^{2}
$$

Since $f u_{n} \leqslant c_{0} q_{n}+|f|^{2} c_{0}^{-1}$, we have

$$
\partial_{t} q_{n} \leqslant a \partial_{x}^{2} q_{n}+b \partial_{x} q_{n}+c q_{n}+|f|^{2} c_{0}^{-1}
$$

Moreover, $\partial_{x} q_{n}(0, t)=-2 k q_{n}(0, t), q_{n}(x, 0)=u_{0}(x)^{2} / 2$ and $q_{n}(1, t)=0$. Let

$$
M=2^{-1} \max \left|u_{0}^{2}\right|+c_{0}^{-2} \max |f|^{2} .
$$

Then

$$
\partial_{t}\left(q_{n}-M\right) \leqslant a \partial_{x}^{2}\left(q_{n}-M\right)+b \partial_{x}\left(q_{n}-M\right)+c\left(q_{n}-M\right)
$$

and $\partial_{x}\left(q_{n}(0, t)-M\right)=-2 k\left(q_{n}(0, t)-M\right)-k M, q_{n}(x, 0)-M \leqslant 0, q_{n}(1, t)-M \leqslant 0$. Since $c<0$ and $k<0$, it is clear that the function $q_{n}-M$ cannot attain a positive maximum. Therefore, $q_{n} \leqslant M$ and $\left|u_{n}\right| \leqslant \sqrt{2 M}$, where $M$ does not depend on $n$. Passing to a subsequence, we can assume that $\left\{u_{n}\right\}$ converges weakly in $L^{2}([0,1] \times[0, T])$ to some function $u$.

By assumption there are positive numbers $a_{0}$ and $x_{0}$ such that $a(x, t) \geqslant a_{0}$ on the rectangle $\left[0,2 x_{0}\right] \times[0, T]$. According to Theorem 10.1 in [43], passing to a subsequence, we can assume that $\left\{u_{n}\right\}$ converges uniformly on $\left[0, x_{0}\right] \times[0, T]$ to a function $u$ which is continuously differentiable in $t$ and twice continuously differentiable in $x$ on the rectangle $\left[0, x_{0}\right] \times[0, T]$.

According to Theorem 4 in [27], there exists a smooth solution $v$ of the Cauchy problem

$$
\begin{gathered}
\partial_{t} v=a \partial_{x}^{2} v+b \partial_{x} v+c v+f \\
v(x, 0)=u_{0}(x), \quad v(1, t)=0, \quad v(0, t)=u(0, t)
\end{gathered}
$$

Here we use the condition $b(1, t)-\partial_{x} a(1, t)>0$. Consider the difference $r_{n}=u_{n}-v$. The function $r_{n}$ is a solution of the Cauchy problem

$$
\partial_{t} r_{n}=\left(a+n^{-1}\right) \partial_{x}^{2} r_{n}+b \partial_{x} r_{n}+c r_{n}+n^{-1} \partial_{x}^{2} v,
$$

$r_{n}(x, 0)=0, r_{n}(1, t)=0$ and $r_{n}(0, t)=u_{n}(0, t)-u(0, t)$. By the maximum principle (see, for example, [51], Theorem 1.1.2) we have

$$
\max _{[0,1] \times[0, T]}\left|r_{n}(x, t)\right| \leqslant \frac{1}{n c_{0}} \max _{[0,1] \times[0, T]}\left|\partial_{x}^{2} v(x, t)\right|+\max _{[0, T]}\left|u_{n}(0, t)-u(0, t)\right|
$$

Hence the sequence $\left\{r_{n}\right\}$ converges uniformly to zero, and $u$ coincides with $v$. Thus, the function $u$ is continuously differentiable in $t$ and twice continuously differentiable in $x$ on $[0,1] \times[0, T]$, satisfies the initial condition $u=u_{0}$ for $t=0$, the boundary condition $\partial_{x} u+k u=0$ for $x=0$ and the boundary condition $u=0$ for $x=1$. The uniqueness of the solution we have constructed follows from the maximum principle. Proposition 4.3 is proved.

Remark 4.4. Since in the case where

$$
\int_{-\infty}^{0} \frac{1}{\sqrt{a(s)}} d s=\int_{0}^{+\infty} \frac{1}{\sqrt{a(s)}} d s=\infty
$$

the probability solution is unique, the method of constructing examples of non-uniqueness suggested in Examples 4.1 and 4.2 should not work in this case. We show that this is indeed the case. After an appropriate change of coordinates we obtain the Cauchy problem on the interval $(0,1)$ for the equation of the form

$$
\partial_{t} \sigma=\partial_{x}^{2}(A \sigma)-\partial_{x}(B \sigma)
$$

where $A(0)=\partial_{x} A(0)=A(1)=\partial_{x} A(1)=0$. Thus, this equation degenerates at the endpoints of the interval $(0,1)$. To construct a probability solution, we have to ensure that the expression $\int_{0}^{1} \sigma(x, t) d x$ is independent of $t$. Since we are constructing a smooth solution, due to the equation the latter requirement implies the equality

$$
0=\frac{d}{d t} \int_{0}^{1} \sigma(x, t) d x=B(0) \sigma(0, t)-B(1) \sigma(1, t)
$$

On the other hand, for the problem with boundary conditions at $x=0$ and $x=1$ to be solvable, it is necessary (see [51], Ch. 1) that $B(0)>0$ and $B(1)<0$. This means that the numbers $\sigma(0, t)$ and $\sigma(1, t)$ must have different signs. In turn, this contradicts the positivity of the solution. It is important to note here that we cannot pick $B$ such that $\partial_{x} A=B+$ const, because $\partial_{x} A$ vanishes at the endpoints of the interval $[0,1]$ and $B$ assumes values with different signs at these points. Therefore, it is not possible, by choosing the coefficient $B$, to ensure that a solution remains a solution after adding a constant and thus guarantee the positivity of the solution.

The idea of constructing an example of non-uniqueness for the Fokker-PlanckKolmogorov equation with the aid of a change of coordinates and application of the theory of degenerate equations was first suggested in [42] in the case of a stationary equation.
Example 4.5. (i) Consider an example where, for an infinitely differentiable drift coefficient $b$ on the real line, in addition to a unique probability solution with smooth initial distribution there exists another family of nonnegative bounded measures that is a solution with the same initial condition. In [11], Exercise 9.8.47, the following example was proposed (with a hint for the solution):

$$
b(x)=-2 x\left(1+x^{2}\right)^{-1}-\left(1+x^{2}\right) \arctan x
$$

the initial density is $u_{0}(x)=\left(\pi\left(1+x^{2}\right)\right)^{-1}$. We give a solution of this exercise here. One nonnegative integrable solution has a simple explicit form $e^{t} u_{0}(x)$. This can be verified directly:

$$
\begin{gathered}
u_{0}^{\prime}(x)=-2 \pi^{-1} x\left(1+x^{2}\right)^{-2} \\
u_{0}^{\prime \prime}(x)=-2 \pi^{-1}\left(1+x^{2}\right)^{-2}+8 \pi^{-1} x^{2}\left(1+x^{2}\right)^{-3} \\
\left(b(x) u_{0}(x)\right)^{\prime}=-2 \pi^{-1}\left(1+x^{2}\right)^{-2}+8 \pi^{-1} x^{2}\left(1+x^{2}\right)^{-3}-\pi^{-1}\left(1+x^{2}\right)^{-1}
\end{gathered}
$$

However, there is also a unique probability solution. Indeed, since $b(x) x \leqslant 0$, for the function $V(x)=x^{2}$ we have $V^{\prime \prime}(x)+b(x) V^{\prime}(x)=2+2 x b(x) \leqslant 2$. It is known (see [11], Theorem 9.4.8, where a Lyapunov function with the estimate $V^{\prime \prime}+b V^{\prime} \leqslant C+C V$ is required) that this guarantees the existence of a unique probability solution of the Cauchy problem (though, the uniqueness also follows from the main theorem of this paper).
(ii) Consider an example where for an infinitely differentiable drift coefficient $b$ on the real line and a smooth initial condition there are no probability solutions, but there exists a unique subprobability solution. We take the same initial condition $u_{0}$ as in (i), but the drift is changed as follows:

$$
b(x)=-2 x\left(1+x^{2}\right)^{-1}+\left(1+x^{2}\right) \arctan x
$$

Now, since $x b(x) \geqslant-2$, for $V(x)=x^{2}+4$ we obtain $V^{\prime \prime}+b V^{\prime} \geqslant-V$, which according to Theorem 9.6 .3 in [11] implies the uniqueness of an integrable solution. The calculations in (i) show that $e^{-t} u_{0}(x)$ is such a solution; moreover, it is a subprobability solution.

In [11], § 9.6, in the multi-dimensional case sufficient conditions on the coefficients are given in terms of Lyapunov functions under which there is at most one integrable solution of the Cauchy problem.

Remark 4.6. Now we explain why the problem we consider is not equivalent to the existence and uniqueness problem studied by Hille [37] for the one-dimensional Fokker-Planck-Kolmogorov equation. For simplicity, we confine ourselves to the case of a unit diffusion coefficient (note that in [37] the opposite notation is used, the drift is denoted by $a$, but we give the formulations below using our notation). The problem posed in [37], §8, p. 116 (in the case of the equation on the whole real line), is this: find necessary and sufficient conditions in order that for every function $h \in L^{1}(\mathbb{R})$ with $L h=h^{\prime \prime}-(b h)^{\prime} \in L^{1}(\mathbb{R})$ a unique solution $T(x, t, h)$ of the equation $\partial_{t} u=\partial_{x}^{2} u-\partial_{x}(u b)$ can be found with initial condition $h$ in the sense of the relation $\|T(\cdot, t, h)-h\|_{L^{1}} \rightarrow 0$ as $t \rightarrow 0$. This setting is called Problem $L_{0}$, and in Problem $L$ it is required in addition that the solution with any nonnegative initial condition $h$ be nonnegative and have the same integral over the real line as $h$ (in other words, the solutions with probability initial densities in the domain of definition of the operator $L$ must be probabilistic). The drift coefficient in [37] is assumed to be continuous, but this is a minor technical difference. According to Theorems 8.5 and 8.7 in [37], a necessary and sufficient condition for the solvability of Problem $L_{0}$ is that the integral

$$
\int_{0}^{x} \exp B(y) \int_{0}^{y} \exp (-B(u)) d u d y, \quad \text { where } B(y)=\int_{0}^{y} b(s) d s
$$

diverges at $-\infty$ and $+\infty$; for Problem $L$ to be solvable the divergence of the integral

$$
\int_{0}^{x} \exp (-B(y)) \int_{0}^{y} \exp (B(u)) d u d y
$$

must also diverge at $-\infty$ and $+\infty$. This is the previous condition for the drift $-b$, which makes the conditions for $b$ and $-b$ the same. In both theorems of Hille we
have cited the closure of the operator $L$ generates a semigroup on $L^{1}(\mathbb{R})$. We see in the previous example that, for every initial condition that is a probability measure, there may exist a unique probability solution of the Cauchy problem, but there are also other solutions. Finally, yet another difference between Hille's conditions and our result (in which there are no conditions on the drift at all, apart from local boundedness) is that Hille's solution must exist for every initial condition (although with density in the domain of definition of the operator, while we admit arbitrary initial probability measures), and in our setting solutions can exist for some initial conditions and not for others, but we show that for no initial probability distribution can two different solutions exist. Moreover, uniqueness holds even in the case when the closure of the operator $L$ does not generate any semigroup on $L^{1}(\mathbb{R})$.

It is also worth noting that Hille's theorem says (for a continuous drift) that, if Hille's condition for Problem $L$ is violated, then either for some initial condition there is no solution or for some other initial condition there are several solutions, while our result shows that the second possibility cannot occur, so that the reason is always the first case. Moreover, it follows from our result that there is no solution for the initial distribution that is the Dirac measure $\delta_{a}$ at some point $a$. In fact, we can verify that if the solution $\varrho(x, t, a)$ exists for every initial condition of the form $\delta_{a}$, then due to uniqueness it depends on $a$ Borel measurably, which after averaging over the probability measure $\nu$ gives a solution with initial condition $\nu$.

We give an example of the absence of a probability solution for some initial distributions and its existence for others. In the justification of the following example we use the drift $b(x)=-x-6 \exp \left(x^{2} / 2\right)$, for which the standard Gaussian measure $\gamma$ on the real line is the stationary solution with initial distribution $\gamma$. We verify that here there exist initial probability distributions for which there are no probability solutions; using Hille's terminology this means that Problem $L$ is not solvable for this drift. To this end we show that Hille's condition is violated, namely, the second of the two integrals above converges at $-\infty$. In our case, after changing from $x$ to $-x$, we arrive at the integral over $[0,+\infty)$ of the function $F(x) / F^{\prime}(x)$, where

$$
F(x)=\int_{0}^{x} f(y) d y, \quad f(x)=\exp \left(-2^{-1} x^{2}+6 \int_{0}^{x} \exp \left(\frac{y^{2}}{2}\right) d y\right)
$$

the function $f$ is increasing and the estimate $F^{\prime \prime}(x) / F^{\prime}(x) \geqslant x^{2}$ holds. We observe that then also $F^{\prime}(x) / F(x) \geqslant x^{2} / 8$ : indeed, integrating the estimate $F^{\prime \prime}(x) \geqslant x^{2} F^{\prime}(x)$ we obtain

$$
\begin{aligned}
F^{\prime}(x)-F^{\prime}(0) & \geqslant \int_{0}^{x} y^{2} F^{\prime}(y) d y \geqslant \int_{x / 2}^{x} y^{2} F^{\prime}(y) d y \\
& \geqslant \frac{x^{2}}{4}\left(F(x)-F\left(\frac{x}{2}\right)\right) \geqslant \frac{x^{2}}{8} F(x)
\end{aligned}
$$

since $2 F(x / 2) \leqslant F(x)$. The latter is seen from the equality

$$
2 F\left(\frac{x}{2}\right)=2 \int_{0}^{x / 2} f(y) d y=\int_{0}^{x} f\left(\frac{y}{2}\right) d y
$$

and the inequality $f(y / 2) \leqslant f(y)$. Thus, $F^{\prime}(x) \geqslant x^{2} F(x) / 8$, which implies that the integral of $F / F^{\prime}$ converges at $+\infty$. The same conclusion can be obtained by
finding an asymptotic relation for the ratio $F / F^{\prime}$ with the aid of L'Hôpital's rule, which shows that the ratio of $F(x)\left(-x+6 \exp \left(x^{2} / 2\right)\right)$ and $f(x)$ tends to 1 , that is, $F(x) / F^{\prime}(x)$ actually decreases even more rapidly. By Hille's criterion there is no probability solution for some initial distribution, but it follows from what we said above that then there is no solution for some Dirac initial measure. Note that by Theorem 6.6.2 in [11] a subprobability solution exists for every initial probability distribution. By the way, this implies the absence of a diffusion process (in the usual sense) generated by the operator $L$, in spite of the existence of the infinitesimally invariant measure $\gamma$ for this operator.

We now construct an example of a Fokker-Planck-Kolmogorov equation in dimension $d=2$ for which the Cauchy problem has an infinite-dimensional simplex of probability solutions. We recall that such examples have previously only been constructed for $d \geqslant 3$ (see [11], Ch. 9).

Example 4.7. Let $\gamma$ be the standard Gaussian measure on the real line given by the density $(2 \pi)^{-1 / 2} \exp \left(-x^{2} / 2\right)$. Set

$$
b^{1}(x)=-x-6 \exp \left(\frac{x^{2}}{2}\right), \quad b^{2}(y)=-y
$$

Let $\left\{T_{t}\right\}_{t \geqslant 0}$ be the standard Ornstein-Uhlenbeck semigroup (see, for example, [6]) generated by the operator $L_{y} u=u^{\prime \prime}+b^{2} u^{\prime}$ on the space $L^{1}(\gamma)$ and defined by the formula

$$
T_{t} f(x)=\int f\left(e^{-t} x-\sqrt{1-e^{-2 t}} y\right) \gamma(d y)
$$

It is straightforward to verify that the measure $\gamma$ also satisfies the stationary equation with the operator $L_{x} u=u^{\prime \prime}+b^{1} u^{\prime}$. As indicated in $\S 2$ above, on $L^{1}(\gamma)$ there exists a sub-Markov semigroup $\left\{S_{t}\right\}_{t \geqslant 0}$ associated with the operator $L_{x}$ for which $\gamma$ is a subinvariant measure. However, it is known (and it is important for the sequel) that $\gamma$ is not an invariant measure for this semigroup (see [11], Exercises 4.5.17 and 5.6.49). The semigroups $\left\{T_{t}\right\}_{t \geqslant 0}$ and $\left\{S_{t}\right\}_{t \geqslant 0}$ also act on every measure $\nu$ with density and give nonnegative measures $T_{t}^{*} \nu$ and $S_{t}^{*} \nu$ by the formulae

$$
\int f d\left(T_{t}^{*} \nu\right)=\int T_{t} f d \nu \quad \text { and } \quad \int f d\left(S_{t}^{*} \nu\right)=\int S_{t} f d \nu
$$

In terms of the density $g$ of the measure $\nu$ with respect to $\gamma$ we can write

$$
T_{t}^{*} \nu=T_{t} g \cdot \gamma \quad \text { and } \quad S_{t}^{*} \nu=S_{t}^{*} g \cdot \gamma
$$

where $S_{t}^{*} g$ is the action on $g$ of the operator on the space $L^{1}(\gamma)$ obtained by extending the operator adjoint to $S_{t}$ from $L^{\infty}(\gamma)$ (if the density $g$ is bounded, then this is the action of the adjoint operator itself).

For any function $u$ of two variables we set

$$
L u=\partial_{x}^{2} u+\partial_{y}^{2} u+b^{1}(x) \partial_{x} u+b^{2}(y) \partial_{y} u=L_{x} u+L_{y} u
$$

Let $\sigma$ be an arbitrary probability measure with smooth density. Consider the Cauchy problem

$$
\partial \mu_{t}=L^{*} \mu_{t}, \quad \mu_{0}=\gamma \otimes \sigma .
$$

We verify that this problem has infinitely many different probability solutions of the form

$$
\mu_{t}^{\alpha}=S_{t}^{*} \gamma \otimes\left(T_{t}^{*} \sigma-T_{t}^{*} \alpha\right)+\gamma \otimes T_{t}^{*} \alpha
$$

where $\alpha$ is an arbitrary probability measure with smooth density; moreover, solutions $\mu_{t}^{\alpha_{j}}$ corresponding to linearly independent measures $\alpha_{j}$ are linearly independent.

First, $\left\{\mu_{t}^{\alpha}\right\}$ is a solution, since in every variable it satisfies the corresponding equation: $\left\{S_{t}^{*} \gamma\right\}$ is a solution of the one-dimensional Cauchy problem with the operator $L_{x}$ and the initial condition $\gamma$, the measure $\gamma$ is the stationary solution for the equation with the operator $L_{x},\left\{T_{t}^{*} \sigma\right\}$ and $\left\{T_{t}^{*} \alpha\right\}$ are solutions to the Cauchy problems with the operator $L_{y}$ and the initial conditions $\sigma$ and $\alpha$, respectively. Since $\left\{T_{t}\right\}_{t \geqslant 0}$ is obviously a Markov semigroup, $T_{t}^{*} \sigma$ and $T_{t}^{*} \alpha$ are probability measures for each $t$. In addition, as noted in $\S 2, S_{t}^{*} \gamma \leqslant \gamma$ in the sense of the inequality for measures; moreover, $S_{t}^{*} \gamma \neq \gamma$ for $t>0$ due to the lack of invariance (if $S_{t}^{*} \gamma=\gamma$ for some $t>0$, then $S_{\tau}^{*} \gamma=\gamma$ for all $\tau \leqslant t$, hence $S_{t}^{*} \gamma=\gamma$ for all $t>0$ ).

Second, $\mu_{t}^{\alpha}$ is a nonnegative measure. Indeed,

$$
\mu_{t}^{\alpha}=S_{t}^{*} \gamma \otimes T_{t}^{*} \sigma+\left(\gamma-S_{t}^{*} \gamma\right) \otimes T_{t}^{*} \alpha \geqslant 0
$$

In addition, $\mu_{t}^{\alpha}$ is a probability measure since

$$
\mu_{t}^{\alpha}\left(\mathbb{R}^{2}\right)=S_{t}^{*} \gamma\left(\mathbb{R}^{1}\right) \cdot\left(T_{t}^{*} \sigma-T_{t}^{*} \alpha\right)\left(\mathbb{R}^{1}\right)+\gamma\left(\mathbb{R}^{1}\right) \cdot T_{t}^{*} \alpha\left(\mathbb{R}^{1}\right)=S_{t}^{*} \gamma\left(\mathbb{R}^{1}\right) \cdot 0+1=1
$$

We now verify that for linearly independent probability measures $\alpha_{j}$ the corresponding solutions are linearly independent. Suppose that for some finite collection of numbers $c_{j}$ the equality

$$
\sum_{j} c_{j}\left(S_{t}^{*} \gamma \otimes\left(T_{t}^{*} \sigma-T_{t}^{*} \alpha_{j}\right)+\gamma \otimes T_{t}^{*} \alpha_{j}\right)=0
$$

holds for all $t \geqslant 0$. This can be written in the form

$$
\left(\sum_{j} c_{j}\right) S_{t}^{*} \gamma \otimes T_{t}^{*} \sigma+\left(\gamma-S_{t}^{*} \gamma\right) \otimes T_{t}^{*}\left(\sum_{j} c_{j} \alpha_{j}\right)=0
$$

For $t=0$ we obtain $\left(\sum_{j} c_{j}\right) \gamma \otimes \sigma=0$, and therefore $\sum_{j} c_{j}=0$. Hence

$$
\left(\gamma-S_{t}^{*} \gamma\right) \otimes T_{t}^{*}\left(\sum_{j} c_{j} \alpha_{j}\right)=0
$$

Since $\gamma-S_{t}^{*} \gamma$ is a positive measure for all $t>0$, we have $T_{t}^{*}\left(\sum_{j} c_{j} \alpha_{j}\right)=0$ for $t>0$, but this, in turn, implies the equality $\sum_{j} c_{j} \alpha_{j}=0$. The linear independence of the $\alpha_{j}$ shows that all the numbers $c_{j}$ equal zero.

Note that, in this example, non-uniqueness takes place for some smooth, but very special initial condition. Naturally, the question arises about constructing an example where non-uniqueness takes place for some broad class of initial conditions, say, for all Dirac measures. In the case when the variable $x$ is three-dimensional, such
examples can be constructed by combining the idea from the example described and the approach based on the theory of degenerate parabolic equations in the spirit of Examples 4.1 and 4.2. A detailed discussion of such examples will be the subject of a separate paper.

Now we give examples showing that if we omit the local boundedness of the drift, the uniqueness of a probability solution can fail for the elliptic equation as well as for the parabolic one. However, the question of uniqueness for drifts that are locally integrable to some power with respect to Lebesgue measure is worth studying (of course, keeping the requirement of the local integrability with respect to the solution).
Example 4.8. Any locally Lipschitz probability density $\varrho$ obviously satisfies the stationary equation $\varrho^{\prime \prime}-(b \varrho)^{\prime}=0$ with the drift $b$ equal to the logarithmic derivative of $\varrho$, that is, $b(x)=\varrho^{\prime}(x) / \varrho(x)$, where we set $b(x)=0$ if $\varrho(x)=0$. The function $b$ is locally integrable with weight $\varrho$. If, say, we take $\varrho(x)=(2 \pi)^{-1 / 2} x^{2} \exp \left(-x^{2}\right)$, then for the drift $b(x)=2 x^{-1}-2 x$ obtained there are other probability solutions, distinct from the one given by the density $\varrho$, including the solution with density $\varrho / 2$ on $(-\infty, 0)$ and density $3 \varrho / 2$ on $[0,+\infty)$. In this case the function $b$ is integrable with weight $\varrho$ on the whole real line.

In the parabolic case we consider the function

$$
\varrho(x, t)=t^{-2} x^{3} E(x, t), \quad E(x, t)=C \exp \left(-\frac{x^{2}}{4 t}\right), \quad x \geqslant 0, \quad t>0
$$

where $C>0$ is a constant such that the function $\varrho(\cdot, 1)$ is a probability density on $[0,+\infty)$; then all the functions $\varrho(\cdot, t)$ are too. Set $\varrho(x, t)=0$ if $x<0$ and $\varrho_{1}(x, t)=\varrho(-x, t)$.

Then the functions $\varrho$ and $\varrho_{1}$ give distinct probability solutions of the equation

$$
\partial_{t} \varrho=\partial_{x}^{2} \varrho-\partial_{x}(b \varrho), \quad b(x)=\frac{3}{x}
$$

with the initial distribution at $t=0$ equal to Dirac's measure at the origin.
Proof. We verify that for $t>0$ and $x \geqslant 0$ the twice differentiable function $\varrho$ satisfies pointwise the equation indicated. Indeed,

$$
\begin{gathered}
\partial_{t} \varrho=-2 t^{-3} x^{3} E(x, t)+\frac{1}{4} t^{-4} x^{5} E(x, t), \\
\partial_{x} \varrho=3 t^{-2} x^{2} E(x, t)-\frac{1}{2} t^{-3} x^{4} E(x, t), \\
\partial_{x}^{2} \varrho=6 t^{-2} x E(x, t)-\frac{3}{2} t^{-3} x^{3} E(x, t)-2 t^{-3} x^{3} E(x, t)+\frac{1}{4} t^{-4} x^{5} E(x, t) \\
=6 t^{-2} x E(x, t)-\frac{7}{2} t^{-3} x^{3} E(x, t)+\frac{1}{4} t^{-4} x^{5} E(x, t), \\
b \varrho=3 t^{-2} x^{2} E(x, t), \\
\partial_{x}(b \varrho)=6 t^{-2} x E(x, t)-\frac{3}{2} t^{-3} x^{3} E(x, t)
\end{gathered}
$$

and

$$
\partial_{x}^{2} \varrho-\partial_{x}(b \varrho)=-2 t^{-3} x^{3} E(x, t)+\frac{1}{4} t^{-4} x^{5} E(x, t)=\partial_{t} \varrho .
$$

At the point $x=0$ the function $x \mapsto \varrho(x, t)$ with $t>0$ is twice differentiable and

$$
\varrho(0, t)=\partial_{x} \varrho(0, t)=\partial_{x}^{2} \varrho(0, t)=0
$$

In addition, for $t>0$ the function $x \mapsto b(x) \varrho(x, t)$ is continuously differentiable at zero, and its derivative at zero vanishes. Therefore, setting $\varrho(x, t)=0$ for $x<0$ we obtain a twice differentiable solution of our equation on the whole real line. Moreover, as $t \rightarrow 0$, the measures $\varrho(x, t) d x$ converge weakly to the Dirac measure at zero. Finally, we verify that $b \varrho \in L^{1}(\mathbb{R} \times[0, T])$. Now, this product vanishes if $x<0$, and for $x>0$ we have

$$
b(x) \varrho(x, t)=C t^{-2} x^{2} \exp \left(-\frac{x^{2}}{4 t}\right)
$$

Then for $t>0$ we obtain

$$
\int_{0}^{+\infty} b(x) \varrho(x, t) d x=C t^{-1 / 2} \int_{0}^{+\infty} u^{2} \exp \left(-\frac{u^{2}}{4}\right) d u=C^{\prime} t^{-1 / 2}
$$

Therefore,

$$
\int_{0}^{T} \int_{0}^{+\infty} b(x) \varrho(x, t) d x d t<\infty
$$

The integrability of b $\varrho$ implies that $\varrho$ is a solution to the Cauchy problem in our sense, that is, in the sense of the integral identity. We now observe that the measures with densities $\varrho_{1}(x, t)=\varrho(-x, t)$, concentrated on the left half-line, also give a solution. Therefore, our problem has at least two linearly independent solutions.

We should explain the probabilistic nature of this example. It was shown in [22] and [23], Example 1.23, that for the singular drift

$$
b(x)=\frac{3}{2} x^{-1} I_{\mathbb{R} \backslash 0}(x)
$$

the stochastic differential equation $d X_{t}=b\left(X_{t}\right) d t+d W_{t}$ with the initial distribution concentrated at zero has several solutions with different one-point distributions. One of these solutions is the nonnegative Bessel process $B_{t}$ with the parameter $\alpha=4$, another solution $X_{t}=-B_{t}$ is nonpositive; moreover, $\left|X_{t}\right|$ has the same distribution as $B_{t}$. This leads to two different probability solutions $\left\{\mu_{t}\right\}$ and $\left\{\nu_{t}\right\}$ of the corresponding Fokker-Planck-Kolmogorov equation, with respect to which the drift $b$ is integrable on $\mathbb{R} \times[0,1]$. The integrability of the drift is verified explicitly with the aid of the known formula for the density of the distribution of the square $B_{t}^{2}$ of the Bessel process (see [56], Ch. XI, § 1, Corollary 1.4), which also gives the explicit densities of the distributions of $B_{t}$ and $X_{t}$. The coefficients of the Fokker-Planck-Kolmogorov equation for $B_{t}$ and $X_{t}$ differ from the ones indicated in our example by some numeric coefficients.

Note that in the last example only the drift coefficient is singular with respect to Lebesgue measure, but the solutions are smooth, and this coefficient is integrable with respect to the solutions. By the way, this shows that in the uniqueness theorems from [11], Ch. 9, with the identity diffusion matrix, the hypotheses cannot be
weakened even for $d=1$ to the inclusion of the drift $b$ in $L^{1}(\mu)$ : in Theorem 9.3.6 in [11], in addition to the condition $|b| \in L^{1}(\mu)$ the inclusion $|b| \in L^{2}(\mu, U \times(0, T))$ is also required for every ball $U$ and in Theorem 9.4.3 in [11], in addition to the previous condition, the inclusion $|b| \in L^{p}(\mu, U \times(0, T))$ with some $p>d+2$ is necessary, that is, $p>3$ in the one-dimensional case.

Remark 4.9. In this work we have studied equations with coefficients independent of $t$. In our proofs this has played an essential role, and the uniqueness problem in the case when the coefficients depend on $x$ and $t$ remains open. We only observe that if $a=1$ and the drift coefficient has the form $b(x, t)=h(t)$, then by the change of the solution $\varrho(x, t)$ for the new function

$$
\sigma(x, t)=\varrho(x-H(t), t), \quad H(t)=\int_{0}^{t} h(s) d s
$$

the problem reduces to the heat equation. Therefore, in this case the probability solution is unique.
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