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Maximally reducible monodromy
of bivariate hypergeometric systems

T. M. Sadykov and S. Tanabé

Abstract. We investigate the branching of solutions of holonomic bivariate
Horn-type hypergeometric systems. Special attention is paid to invariant
subspaces of Puiseux polynomial solutions. We mainly study Horn sys-
tems defined by simplicial configurations and Horn systems whose Ore–Sato
polygons are either zonotopes or Minkowski sums of a triangle and segments
proportional to its sides. We prove a necessary and sufficient condition for
the monodromy representation to be maximally reducible, that is, for the
space of holomorphic solutions to split into a direct sum of one-dimensional
invariant subspaces.

Keywords: hypergeometric system of equations, monodromy representa-
tion, monodromy reducibility, intertwining operator.

§ 1. Introduction

Computing the monodromy group of a differential equation or a system of such
equations is a notoriously difficult problem in the analytic theory of linear differen-
tial equations. One of the reasons for this is that the computation of the monodromy
group requires a complete understanding of the structure of the solution space of
the system, including the dimension of this space, a basis of it, the fundamental
group of the complement of the singularities of the system as well as the analytic
continuation and branching properties of the chosen basis in the complement of the
singularities.

The purpose of this paper is to compute the monodromy groups of certain fami-
lies of bivariate systems of partial differential equations of hypergeometric type and
to investigate their properties. It uses and extends results in [1] and [2]. While the
monodromy group of the classical second-order Gauss hypergeometric differential
equation has been computed by Schwarz and the monodromy of the ordinary gener-
alized hypergeometric equation has been described in [3], the problem of finding the
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monodromy group of a general hypergeometric system of partial differential equa-
tions remains unsolved despite all the effort and several well-understood special
cases (see [4], [5] and the references therein).

The original motivation for our results goes back to [6] where the authors posed
the problem of describing those Gelfand–Kapranov–Zelevinsky non-confluent hyper-
geometric systems (see [7]) whose solution space contains a non-zero rational
function for a suitable choice of its parameters. In terms of monodromy, this is
equivalent to the existence of a one-dimensional subspace of the space of holomor-
phic solutions of the Gelfand–Kapranov–Zelevinsky (GKZ) system on which the
monodromy acts trivially.

In this paper, we solve the closely related problem of describing all holo-
nomic bivariate hypergeometric systems in the sense of Horn (see [8] and the ref-
erences therein) whose solution space splits into a direct sum of one-dimensional
monodromy-invariant subspaces (Theorem 6.1). Throughout the paper, we will call
such a monodromy representation maximally reducible.

The relation between the GKZ and Horn hypergeometric systems was studied in
detail in [8], § 5: for any GKZ system there is a canonically defined Horn system and
a naturally defined bijective map from a subspace of the space of its analytic solu-
tions to the space of solutions of the GKZ system. The solutions of the Horn system
that are not taken into account by this map are its persistent Puiseux polynomial
solutions in the sense of Definition 2.10 below. Here and throughout the paper,
by a Puiseux polynomial we mean a finite linear combination of monomials with
(in general) arbitrary complex exponents. As announced in [8], Theorem 5.3, the
persistent polynomial solutions span the cokernel of the map from GKZ solutions
to the solutions of the associated Horn system.

In our set-up, the above-mentioned question in [6] can be answered as follows.
The dimension of the space of non-persistent Puiseux polynomial solutions of a Horn
system is equal to that of the space of Puiseux polynomial solutions of the corre-
sponding GKZ system. For a bivariate Horn system, a full characterization of its
persistent polynomial solutions is given in Proposition 2.12 and Corollary 4.2.

The authors are grateful to the referee for a careful reading of the manuscript
and numerous suggestions that led to a substantial improvement of the paper. The
publication of the paper in the present special issue of the journal is a tribute to
A. A. Bolibrukh for the constant support he gave to the second author over many
years.

§ 2. Notation, definitions and preliminaries

The following notation will be used throughout the paper: n is the dimension of
the complex space with the coordinate x; m is the number of rows in the matrix
defining the Horn system;

ν(a1, b1; a2, b2) ≡ ν

(
a1 b1
a2 b2

)
is the index of the two vectors (a1, b1), (a2, b2) (see Definition 2.6); |m|=

∑n
i=1mi

and m! =m1! · · · mn! for m=(m1, . . . ,mn); xm =xm1
1 · · ·xmn

n for x=(x1, . . . , xn)
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and m = (m1, . . . ,mn); Z>0 is the set of non-negative integers, Z60 is the set
of non-positive integers; Horn(ϕ) is the Horn hypergeometric system defined by
the Ore–Sato coefficient ϕ (see Definition 2.3); Horn(A, c) stands for the Horn
hypergeometric system defined by the Ore–Sato coefficient (2.2), where ti = 1 for
all i = 1, . . . , n and U(s) ≡ 1 (see the construction after Definition 2.3); Ψ(ϕ) is
the subspace of Puiseux polynomial solutions of the Horn system defined by the
Ore–Sato coefficient ϕ (see Definition 2.3); Ψ0(ϕ) ⊂ Ψ(ϕ) is the subspace of per-
sistent Puiseux polynomial solutions of the Horn system defined by the Ore–Sato
coefficient ϕ (see Definition 2.10); F is the set of all pure fully supported solutions
of a Horn system (observe that it is in general not a vector subspace since the inter-
section of the domains of convergence of all elements in F may be empty); Fx(0) is
the vector space of fully supported solutions of a Horn system which converge at
a non-singular point x(0); A(ϕ) is the amoeba of the singularity of an Ore–Sato
coefficient ϕ; cA(ϕ) is the complement of this amoeba (see Definition 5.1); C∨ is
the dual of a convex cone C; P(ϕ) is the polygon of the Ore–Sato coefficient ϕ (see
Definition 2.5); for an Ore–Sato coefficient ϕ and ζ ∈ Rn we set

M(ϕ, ζ) =


the connected component of
the set cA(ϕ), which contains ζ, if ζ ∈ cA(ϕ),

Rn, if ζ ∈ A(ϕ);

S(Horn(A, c)) is the space of solutions of the system Horn(A, c) that are holomor-
phic outside the singular hypersurface.

Definition 2.1. A formal Laurent series∑
s∈Zn

ϕ(s)xs (2.1)

is said to be hypergeometric if for every j = 1, . . . , n the quotient of its adja-
cent coefficients ϕ(s + ej)/ϕ(s) is a rational function of the indices of summa-
tion s = (s1, . . . , sn). Throughout the paper we denote this rational function
by Pj(s)/Qj(s + ej). Here {ej}n

j=1 is the standard basis of the lattice Zn. By
the support of this series we mean the subset of Zn on which ϕ(s) 6= 0. We say that
such a series is fully supported if the convex hull of its support contains (a shift of)
an open n-dimensional cone (see Theorem 7 in [9] and Theorem 5.3 below for the
description of the domain of convergence of a hypergeometric Laurent series).

A hypergeometric function is a (multi-valued) analytic function obtained by
means of the analytic continuation of a hypergeometric series with a non-empty
domain of convergence along all possible paths.

Theorem 2.2 (O. Ore, M. Sato [10], [11]). The coefficients of a hypergeometric
series are given by the formula

ϕ(s) = tsU(s)
m∏

i=1

Γ(〈Ai, s〉+ ci), (2.2)

where ts = ts1
1 · · · tsn

n , ti, ci ∈ C, Ai = (Ai,1, . . . , Ai,n) ∈ Zn, i = 1, . . . ,m, and
U(s) is a product of some rational function and a periodic function φ(s) such that
φ(s+ ej) = φ(s) for all j = 1, . . . , n.
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A precise description of the rational function factor of U(s) is available in [11],
Appendix (A.3).

We will call any function of the form (2.2) the Ore–Sato coefficient of a hyper-
geometric series. We remark that in view of the formula

sin(πz)Γ(1− z)Γ(z) = π,

the following functions are admitted as Ore–Sato coefficients:

ϕ(s) = ts
∏
i∈I

Γ(〈Ai, s〉+ ci)
∏
j /∈I

eπ
√
−1(〈Aj ,s〉+cj)

Γ(1− 〈Aj , s〉 − cj)
,

where I ⊂ {1, . . . ,m}.
Given the above data (ti, ci, Ai, U(s)) which determine the coefficient of

a hypergeometric series, it is straightforward to compute the rational functions
Pj(s)/Qj(s+ej) by means of the Γ-function identity. The converse requires solving
a system of difference equations which is soluble only under certain compatibility
conditions on Pj , Qj . A careful analysis of this system was performed in [12].

In this paper, the Ore–Sato coefficient (2.2) plays the role of a primary object
which generates everything else: the series, the system of differential equations,
the algebraic hypersurface containing the singularities of its solutions, the amoeba
of its defining polynomial and, finally, the most complicated object with the rich-
est structure: the monodromy group of the hypergeometric system of differen-
tial equations. We also assume that m > n since otherwise the corresponding
hypergeometric series (2.1) is just a linear combination of hypergeometric series in
fewer variables (multiplied by an arbitrary function of the remaining variables that
makes the system non-holonomic) and n can be decreased to satisfy the inequality
above.

Definition 2.3. A formal Laurent series
∑

s∈Zn ϕ(s)xs whose coefficients satisfy
the relations ϕ(s+ei)/ϕ(s) = Pj(s)/Qj(s+ej), is a formal solution of the following
system of partial differential equations of hypergeometric type:

(xjPj(θ)−Qj(θ))f(x) = 0, j = 1, . . . , n. (2.3)

Here θ = (θ1, . . . , θn), θj = xj
∂

∂xj
. The system (2.3) will be referred to as the

Horn hypergeometric system defined by the Ore–Sato coefficient ϕ(s) (see [10]) and
denoted by Horn(ϕ). We denote the space of solutions of Horn(ϕ) by S(Horn(ϕ)).
Unless otherwise stated, we consider only holonomic Horn hypergeometric systems,
that is, rank(Horn(ϕ)) is always assumed to be finite. A necessary and sufficient
condition for the system Horn(ϕ) to be holonomic was established in [13], Theo-
rem 6.3.

We will often be dealing with the important special case of the Ore–Sato coef-
ficient (2.2) when ti = 1 for all i = 1, . . . , n and U(s) ≡ 1. The Horn system
associated with such an Ore–Sato coefficient will be denoted by Horn(A, c),
where A is the matrix with rows A1, . . . ,Am ∈ Zn and c = (c1, . . . , cm) ∈ Cm.
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In this case the following differential operators Pj(θ) and Qj(θ) explicitly deter-
mine the system (2.3):

Pj(s) =
∏

i : Ai,j>0

Ai,j−1∏
`
(i)
j =0

(〈Ai, s〉+ ci + `
(i)
j ),

Qj(s) =
∏

i : Ai,j<0

|Ai,j |−1∏
`
(i)
j =0

(〈Ai, s〉+ ci + `
(i)
j ).

Throughout the paper we shall write Hj(A, c) = xjPj(θ)−Qj(θ), j = 1, . . . , n.

Definition 2.4. The Ore–Sato coefficient (2.2), the corresponding hypergeomet-
ric series (2.1), and the associated hypergeometric system (2.3) are said to be
non-confluent if

m∑
i=1

Ai = 0. (2.4)

It is well known that a non-confluent holonomic hypergeometric system is regular
(see, for example, [13], Theorem 6.3), that is, every solution has at most polynomial
growth under a sectorial approach to any of its singular loci.

Definition 2.5. Using, if necessary, the following version of the Gauss multiplica-
tion formula for the Γ-function and N ∈ N:

Γ(〈Ai, s〉+ ci) =
N 〈Ai,s〉+ci

(2π)(N−1)/2
√
N

× Γ
(
〈Ai, s〉+ ci

N

)
Γ
(
〈Ai, s〉+ ci + 1

N

)
· · ·Γ

(
〈Ai, s〉+ ci +N − 1

N

)
,

we may assume without loss of generality that the non-zero components of the
vector Ai are relatively prime for every i = 1, . . . ,m.

Let li be the generator of the sublattice {s ∈ Z2 : 〈Ai, s〉 = 0} and let ki be the
number of those elements in {A1, . . . ,Am} that coincide with Ai. By Minkowski’s
theorem, the non-confluence condition (2.4) implies that there is a uniquely deter-
mined (up to a shift) integer convex polygon whose sides are shifts of the vectors kili.
Note that the vectors A1, . . . ,Am are the outer normals to the sides of this poly-
gon. The number of sides of this polygon coincides with the number of different
elements in the set of vectors {A1, . . . ,Am}. We call this polygon the polygon of
the Ore–Sato coefficient (2.2) and denote it by P(ϕ).

Conversely, any convex integer polygon determines an m× 2 matrix whose rows
add up to the zero vector. Hence, together with a vector of parameters, it deter-
mines a non-confluent hypergeometric system of equations. We will denote this
system by Horn(A(P), c). This relation is illustrated by Example 4.5.
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Definition 2.6. For a pair of vectors (a1, b1), (a2, b2) ∈ Z2 we set

ν(a1, b1; a2, b2) =


min(|a1b2|, |b1a2|), if (a1, b1), (a2, b2)

are in opposite open quadrants
of the lattice Z2,

0 otherwise.

The number ν(a1, b1; a2, b2) is called the index associated with the lattice vec-
tors (a1, b1) and (a2, b2). The index of the rows of a 2×2 matrix M will be denoted
by ν(M).

Definition 2.7. By the initial exponent of a multiple hypergeometric series

xα
∑
s∈Zn

ϕ(s)xs

we mean the vector (α1, . . . , αn) ∈ Cn. Observe that the initial exponent of such
a series is only defined up to shifts by integer vectors. However, in view of Propo-
sition 3.11 and Corollary 3.13 (to be proved in § 3), this is exactly what we need
for computing the monodromy of hypergeometric systems.

Definition 2.8. The support S of a series solution of the system (2.3) is said to
be irreducible if there are no series solutions of (2.3) supported on a non-empty
proper subset of S.

Definition 2.9. A series solution f(x) =
∑

α∈Λ cαx
α with irreducible support is

said to be pure if we have α ≡ β mod Zn for all α, β ∈ Λ. In other words, a Puiseux
series solution (in particular, a Puiseux polynomial solution) centred at the origin
and with irreducible support is said to be pure if it is given by the product of
a monomial and a Laurent series. A set {fk(x)}r

k=1 of linearly independent series
is called a pure basis of the solution space of a Horn system in a neighbourhood
of a non-singular point x ∈ Cn if all series fk converge in a neighbourhood of x,
determine pure solutions, and together span a vector space whose dimension equals
the holonomic rank of the Horn system.

Since a Horn system has polynomial coefficients, it follows that every Puiseux
series solution (centred at the origin) of a holonomic Horn system can be written as
a finite linear combination of pure solutions. Here the holonomic property is used
to ensure that the linear combination is finite. Moreover, in a neighbourhood of
a non-singular point, a pure basis in the local solution space of a Horn system is
defined uniquely up to a permutation and multiplication of its elements by non-zero
constants. In this paper we will neglect this inessential difference between pure bases
of solutions to hypergeometric systems. If necessary, we will explicitly specify the
ordering of the elements of a pure basis and the way they are normalized. A pure
basis of a hypergeometric system is especially convenient for monodromy compu-
tations since the monodromy matrices are diagonal in the domain of convergence
of the basis series.

Definition 2.10. A Puiseux polynomial solution of a hypergeometric system
Horn(A, c) is said to be persistent if its support remains finite under arbitrary
small perturbations of the vector c of parameters.
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For example, the first solution of the hypergeometric system (3.5) is a persistent
Puiseux monomial since it remains monomial for any (c1, c2, c3) ∈ C3. The second
solution of (3.5) is a (Puiseux) polynomial only for −(c1 + c2 + c3) ∈ N and,
therefore, is not a persistent polynomial solution. This notion is also illustrated
in Examples 4.5, 6.8, 6.9.

We write Ψ(ϕ) for the vector space of all (not necessarily persistent) Puiseux
polynomial solutions of the Horn system defined by the Ore–Sato coefficient ϕ(s),
and Ψ0(ϕ) for the space of all persistent polynomial solutions of this system. The
following proposition is an immediate consequence of Definition 2.10.

Proposition 2.11. For the Ore–Sato coefficient ϕ defined by (2.2) with a generic
vector c = (c1, . . . , cm) ∈ Cm of parameters, every Puiseux polynomial solution
of the corresponding hypergeometric system Horn(ϕ) is persistent. In other words,
Ψ(ϕ) = Ψ0(ϕ) for almost all c ∈ Cm.

The next proposition is proved by analyzing the difference equations for the
coefficients of a hypergeometric polynomial (see [8]).

Proposition 2.12. Let ϕ(s) be an Ore–Sato coefficient and let f(x) be a Puiseux
polynomial solution of Horn(ϕ). If this polynomial solution is persistent, then there
is a multi-index I = {i1, . . . , in} ⊂ {1, . . . ,m} with distinct components such that
for any s ∈ supp f and ` = 1, . . . , n there are j ∈ I and k ∈ {0, . . . , |Aj,`|−1} with
〈Aj , s〉+ cj + k = 0.

Definition 2.13. We say that the Ore–Sato coefficient ϕ(s)=
∏m

i=1 Γ(〈Ai, s〉+ci)
(as well as the corresponding hypergeometric Horn system Horn(ϕ(A, c))) is reso-
nant if there is a multi-index I = (i1, . . . , ik), 1 6 i1 < · · · < ik 6 m, 1 6 k 6 m,
such that for every linear relation ai1Ai1 + · · · + aik

Aik
= 0 with integer and rel-

atively prime coefficients ai1 , . . . , aik
∈ Z we have ai1ci1 + · · · + aik

cik
∈ Z. The

hypergeometric system Horn(ϕ(A, c)) is said to be maximally resonant if the above
holds for any multi-index I = (i1, . . . , ik) such that the corresponding integer vec-
tors Ai1 , . . . ,Aik

are linearly dependent.

The notion of resonance is illustrated by the following example of a hypergeo-
metric system of the smallest possible rank.

Example 2.14. To simplify the notation here and throughout the paper, systems
of linear homogeneous differential equations will be specified by giving a set of their
generating operators. The Horn system

x1(θ1 + θ2 + c3)− (θ1 + c1),

x2(θ1 + θ2 + c3)− (θ2 + c2)
(2.5)

is the only (up to a monomial change of variables defined by a unimodular matrix)
bivariate hypergeometric system whose holonomic rank equals 1 for all values of the
parameters c1, c2, c3 ∈ C. The only solution of (2.5) is x−c1

1 x−c2
2 (1−x1−x2)c1+c2−c3 .

This system is resonant (and also maximally resonant since it has holonomic rank 1)
if and only if c1 + c2 − c3 ∈ Z. The monodromy of (2.5) depends only on the
values of c1, c2, c3 modulo Z and is a subgroup of C with the three generators
{exp(2π

√
−1 c1), exp(2π

√
−1 c2), exp(2π

√
−1 c3)} in the non-resonant case. In the
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resonant case it has two generators, and in the case of trivial monodromy it consists
of the identity.

The crucial importance of the notion of resonance will be revealed in the theorems
and examples that follow. Roughly speaking, the parameters of a hypergeometric
system are non-resonant if all solutions are either fully supported Puiseux series
(centred at the origin) or persistent Puiseux polynomials. Resonant parameters
may correspond to non-holonomic systems, systems with non-persistent polyno-
mial solutions, non-fully supported series solutions, or logarithmic solutions which
admit no Puiseux series expansions (centred at the origin) at all. For example, the
hypergeometric system (2.6) is maximally resonant.

Definition 2.15. A solution f(x) of the system of differential equations Horn(ϕ)
at a non-singular point x(0) ∈ Cn is said to generate a vector subspace L ⊂
S(Horn(ϕ), V (x(0))) of the space of all holomorphic solutions of Horn(ϕ) in a suf-
ficiently small simply connected neighbourhood V 3 x(0) if every element of L can
be represented as a linear combination of branches of f(x) on V (x(0)). A function
is called a generating solution of a system of equations if it generates the whole
space of its holomorphic solutions at any non-singular point. In § 4 we will con-
struct generating solutions for two important families of hypergeometric systems
(see Propositions 4.4 and 4.7).

Example 2.16. The maximally resonant Horn system defined by the Ore–Sato
coefficient ϕ(s1, s2) = Γ(s1)Γ(s2)Γ(s1 + s2)Γ(−s1)2Γ(−s2)2 is generated by the
differential operators

x1θ1(θ1 + θ2)− θ21, x2θ2(θ1 + θ2)− θ22. (2.6)

This system has holonomic rank 4. Its space of holomorphic solutions is spanned by

1, log x1, log x2, log x1 log x2 + PolyLog(2, x1) + PolyLog(2, x2).

Here PolyLog(2, z) =
∑∞

k=1 z
k/k2. The resultant of the principal symbols of (2.6)

equals x1x2(x1 − 1)(x2 − 1)(x1 + x2 − 1). Using the properties of PolyLog(2, z)
(see [14]), we conclude that the monodromy group of (2.6) is generated by the four
matrices

Mx1=0 =


1 0 2π

√
−1 0

0 1 0 2π
√
−1

0 0 1 0
0 0 0 1

 , Mx2=0 =


1 2π

√
−1 0 0

0 1 0 0
0 0 1 2π

√
−1

0 0 0 1

 ,

Mx1=1 =


1 −2π

√
−1 0 0

0 1 0 0
0 0 1 0
0 0 0 1

 , Mx2=1 =


1 0 −2π

√
−1 0

0 1 0 0
0 0 1 0
0 0 0 1

 .

This monodromy representation shows that log x1 log x2 + PolyLog(2, x1) +
PolyLog(2, x2) is a generating solution of S(Horn(ϕ)).
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If the monodromy representation of the entire solution space S(Horn(ϕ)) is
irreducible, then the system admits a generating solution. On the other hand,
the monodromy representation can be reducible even when S(Horn(ϕ)) contains
a generating solution (see Example 2.16).

Our main result (Theorem 6.1) describes bivariate hypergeometric systems whose
solution spaces split into one-dimensional invariant subspaces for almost all values
of the parameters. The following definition will be used throughout the paper.

Definition 2.17. We say that the monodromy representation of a system of equa-
tions is maximally reducible if its solution space splits into a direct sum of one-
dimensional invariant subspaces.

§ 3. The structure of the space
of holomorphic solutions of a Horn system

3.1. Integral representations and calculation of multidimensional resi-
dues. Our main tool for computing the analytic continuation of a hypergeometric
series is the Mellin–Barnes integral. The following theorem gives an integral repre-
sentation for solutions of a hypergeometric system.

Theorem 3.1 [12]. Let

ψ(s) =
m∏

j=1

Γ(〈Aj , s〉+ cj)

be a non-confluent Ore–Sato coefficient. We put ϕ(s) = ψ(s)φ(s), where φ(s) is
a periodic meromorphic function with period 1 in every coordinate direction. Then
the Mellin–Barnes integral

MB(ϕ, C) :=
∫
C
ϕ(s)xs ds (3.1)

represents a solution of Horn(A, c). Here C is any n-dimensional contour which
is homologous to its unitary shifts in any real direction in the complement of the
singularities of the integrand in (3.1).

The next proposition is proved in the same way as Theorem 3.1, by computing the
multidimensional residues at simple singularities. It enables us to convert a multiple
hypergeometric series into an iterated Mellin–Barnes integral.

Proposition 3.2. Suppose that ψ(k)/k! is a non-confluent Ore–Sato coefficient
with generic parameters, A is a non-singular square integer matrix with rows
A1, . . . ,An, and c ∈ Cn. For a sufficiently small ε > 0 and k ∈ Nn put τ(k) =
{s ∈ Cn : |〈Aj , s〉 + cj + kj | = ε for all j = 1, . . . , n} and define C =

∑
k∈Nn τ(k).

Then ∑
k∈Nn

(−1)|k|

k!
ψ(k)xAk+c

=
1

(2π
√
−1 )n|A|

∫
C

n∏
j=1

Γ
(
(−A−1(s− c))j

)
ψ(A−1(s− c))xs ds.
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The following theorem gives a solution of the hypergeometric system Horn(A, c)
in the form of a multiple Mellin–Barnes integral and enables us to convert it into
a hypergeometric (Puiseux) series by computing the residues at a distinguished
family of singularities of the integrand.

Theorem 3.3 [12]. Let A be an m×n integer matrix of maximal rank n with rows
A1, . . . ,Am, and let I = (i1, . . . , in) ⊂ {1, . . . ,m} be a multi-index such that the
matrix AI with rows Ai1 , . . . ,Ain

is non-singular. For a sufficiently small ε > 0
and k ∈ Nn put τI(k) = {s ∈ Cn : |〈Aij

, s〉 + cij
+ kj | = ε for all j = 1, . . . , n}

and define CI =
∑

k∈Nn τI(k). Then for generic c ∈ Cm and cI = (ci1 , . . . , cin
) the

following Mellin–Barnes integral satisfies the system of equations Horn(A, c) and
can be represented in the form of a hypergeometric (Puiseux) series :

1
(2π

√
−1 )n

∫
CI

m∏
j=1

Γ(〈Aj , s〉+ cj)xs ds

=
∑

k∈Nn

(−1)|k|

k! |AI |
∏
j 6∈I

Γ
(
〈Aj ,−A−1

I (k + cI)〉+ cj
)
x−A−1

I (k+cI). (3.2)

3.2. Holonomic rank formulae. To state the main result (Theorem 3.7) of this
section, we introduce the following notion.

Definition 3.4. For m > n let A be an m × n integer matrix of rank n with
rows A1, . . . ,Am and let c ∈ Cm be a vector of parameters. Let I = (i1, . . . , in) be
a multi-index such that the square matrix AI with rows A1, . . . ,Am is non-singular.
Denote the vector (ci1 , . . . , cin

) by cI . The hypergeometric system Horn(AI , cI)
will be referred to as an atomic system associated with the system Horn(A, c). The
number of atomic systems associated with a hypergeometric system Horn(A, c) is
equal to the number of maximal non-singular square submatrices of A.

It follows from Theorem 1.3 in [15] that, as far as the supports of series solutions
are concerned, a generic hypergeometric system is made up of associated atomic
systems. More precisely, the set of supports of solutions of a hypergeometric system
with generic parameters consists of supports of solutions of the associated atomic
systems. This is illustrated in Example 6.8 below (see also Fig. 3 in § 6). In par-
ticular, the initial exponents of Puiseux polynomial solutions of a hypergeometric
system are precisely the initial exponents of Puiseux polynomials which satisfy the
associated atomic systems.

Proposition 3.5. For every solution v(x) of an atomic system associated with
a non-confluent holonomic system Horn(A, c) with a generic vector of parameters
c ∈ Cm, there is a solution u(x) ∈ S(Horn(A, c)) whose support coincides with the
support of v(x).

Proof. Consider the non-confluent holonomic system Horn(A, c) defined by the
Ore–Sato coefficient

ϕ(s) = φ(s)
m∏

i=1

Γ(〈Ai, s〉+ ci)

with a suitable meromorphic periodic function φ(s).
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All solutions of the associated atomic system Horn(AI, cI), I = (i1, . . . , in) ⊂
{1, . . . ,m} admit an integral representation

v(x) =
∫

CI

∏
i∈I

Γ(〈Ai, s〉+ ci)φ(s)xs ds

for a suitable choice of the contour CI and the periodic function ψ(s).
Using this integral representation, we obtain the following solution of Horn(A, c):

u(x) =
∫

CI

∏
i∈I

Γ(〈Ai, s〉+ ci)
∏
j /∈I

Γ(〈Aj , s〉+ cj)φ(s)xs ds.

Since the vector of parameters c ∈ Cm is generic, we may assume that the con-
tour CI contains only poles of multiplicity n of the product

∏
i∈I Γ(〈Ai, s〉 + ci),

which are moreover disjoint from the poles of the product
∏

j 6∈I Γ(〈Aj , s〉+ cj)φ(s).
Thus in a small neighbourhood of the poles of the factor

∏
i∈I Γ(〈Ai, s〉 + ci) the

meromorphic function
∏

j /∈I Γ(〈Aj , s〉+ cj)φ(s) is holomorphic. It follows immedi-
ately that the support of u(x) coincides with the support of v(x). �

Remark 3.6. If the vector of parameters c ∈ Cm is not generic, then the support of
a solution u(x) ∈ S(Horn(A, c)) of a hypergeometric system can be a proper subset
of the support of any solution v(x) ∈ S(Horn(AI , cI)) of the associated atomic
system.

Consider the following example:

A = ((−1, 2), (2,−1), (−1,−1)), c = (0, 0,−2).

With every solution

w(x) =
∑

m,n>0

Res−s1+2s2=−m
2s1−s2=−n

Γ(−s1 + 2s2)Γ(−s1 − s2 − 2)Γ(2s1 − s2)xs

of the hypergeometric system Horn(A, c) we associate the following solution of an
atomic system:

v(x) =
∑

m,n>0

Res−s1+2s2=−m
2s1−s2=−n

Γ(−s1 + 2s2)Γ(2s1 − s2)xs.

Since the solution space S(Horn(A, c)) is invariant under the action of mon-
odromy, the function

u(x) =
1

2π
√
−1

(
w(x1e

2π
√
−1, x2)− w(x1, x2)

)
is a solution of Horn(A, c). A straightforward computation shows that

u(x) =

(
x

2/3
1 x

2/3
2 + 3

√
x1 + 3

√
x2

)2
3x4/3

1 x
4/3
2

,

whence the support of u(x) consists of the six points {s ∈ C2 : s1 − 2s2 ∈ Z>0,
−2s1 + s2 ∈ Z>0, −2 6 s1 + s2 6 0}. Observe that the meromorphic function
Γ(−s1 + 2s2)Γ(−s1− s2− 2)Γ(2s1− s2)xs has triple poles at these six points while
its other poles are simple.
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The following theorem summarizes the main properties of the space of holomor-
phic solutions of Horn systems that will be used in what follows.

Theorem 3.7. Assume that the hypergeometric system Horn(A, c) is non-confluent
and holonomic. Then the following assertions hold for almost all values of the
parameter vector c ∈ Cm.

1) The space of local holomorphic solutions of Horn(A, c) at a non-singular
point x(0) admits the decomposition

S(Horn(A, c)) = Ψ⊕Fx(0) .

Here Ψ is the subspace of persistent Puiseux polynomial solutions and Fx(0) is the
subspace of fully supported Puiseux series solutions converging at x(0).

2) The dimension of the space Fx(0) of the Puiseux series (centred at the origin)
satisfying Horn(A, c) and converging at x(0) ∈ cA(ϕ(A, c)) equals

dimC Fx(0) =
∑

I=(i1,...,in)⊂{1,...,m}

|detAI |,

where I ranges over all multi-indices that satisfy M(ϕ(A, c),Log x(0)) ⊂ Log x(1)−
(A−1

I Rn
+)

∨
for some point x(1) ∈ Cn.

3) The dimension of the space Ψ0 of persistent Puiseux polynomial solutions of
the bivariate system Horn(A, c) is given by dimC Ψ0 =

∑
Ai,Aj lin. indep. ν(Ai,Aj).

Proof. 1) Any Puiseux series solution (centred at the origin) of a Horn system with
generic parameters is either a fully supported series or a persistent Puiseux poly-
nomial because all polynomial solutions of such a system are persistent by Proposi-
tion 2.11. Indeed, for a polynomial to be a solution of a hypergeometric system, the
vector of its exponents must satisfy a system of linear algebraic equations, and the
number of these equations is not smaller than the dimension of the space of vari-
ables. The assumption about generic parameters implies that the right-hand sides
of these equations are also generic. Such a system of equations is soluble only when
it is given by a non-singular square matrix. The corresponding solutions of the
hypergeometric system are precisely the persistent polynomials. In particular, this
means that Ψ(ϕ) = Ψ0(ϕ) for all Ore–Sato coefficients ϕ with generic parameters.
Since no finite linear combination of elements in Ψ(ϕ) can yield a fully supported
Puiseux series, we see that the sum is direct.

2) This follows from part 1 combined with the two-sided Abel lemma (see [9],
Lemma 11), which describes a geometric duality between the domain of convergence
of a non-confluent hypergeometric series and its support. By part 1, the assump-
tion of generic parameters implies that all non-polynomial solutions of the Horn
system in question are fully supported. It is therefore sufficient to consider all such
series for each of the atomic hypergeometric systems associated with Horn(A, c).

3) This is proved in [8], Theorem 6.6. �

The following result (see [8]) gives the holonomic rank of a bivariate non-confluent
Horn system with generic parameters.
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Theorem 3.8 [8]. Let A be an m× 2 integer matrix of full rank such that its rows
A1, . . . ,Am satisfy A1 + · · ·+ Am = 0. If c ∈ Cm is a generic parameter vector,
then the ideal Horn(A, c) is holonomic. Moreover,

rank(Horn(A, c)) =
( ∑

i : Ai,1>0

Ai,1

)( ∑
i : Ai,2>0

Ai,2

)
−

∑
Ai,Aj lin. dep.

ν(Ai,Aj),

where the sum is taken over all linearly dependent pairs Ai, Aj of rows of A that
lie in opposite open quadrants of the lattice Z2.

Remark 3.9. The conclusion of Theorem 3.8 holds only when the matrix A is
non-confluent. For example, the confluent Horn system generated by the opera-
tors x1(θ1 + θ2)(θ1 + θ2 − a) − θ1 and x2(θ1 + θ2)(θ1 + θ2 − a) − θ2 is holonomic
of rank 2. Indeed, if f lies in the kernel of each of these operators, then f ′x1

= f ′x2

and hence f = g(x1 + x2) for a suitable univariate function g. Moreover, g(t) is
a solution of the ordinary differential equation t2g′′(t)+((1−a)t−1)g′(t) = 0. A fun-
damental system of solutions of this equation is 1, Γ(−a, 1/t), where Γ(p, q) is the
incomplete gamma-function. Thus a basis of the solution space of the Horn system
is 1, Γ

(
−a, 1

x1+x2

)
. Observe that Γ

(
1, 1

x1+x2

)
= e−1/(x1+x2). Thus the holonomic

rank of a confluent system can be smaller than the product of the degrees of the
operators even if there are neither parallel rows Ai,Aj nor persistent polynomial
solutions (see Definition 2.10).

Remark 3.10. Although Theorem 3.8 is essentially bivariate, it can be generalized
to spaces of variables of arbitrary dimension. Theorems 6.10, 7.13 in [13] pro-
vide an explicit combinatorial formula for the holonomic rank of a non-confluent
hypergeometric system Horn(A, c). We choose an (m − n) ×m submatrix B of A
with integer coefficients and whose columns span Zm−n as a lattice, satisfying
B · A = 0 ∈ Zm−n × Zn. Let g = |ker(B)/ZA| be the index of the integer lattice
generated by the columns of A in its saturation. Then the following formula holds
for generic c ∈ Cm:

rank(Horn(A, c)) = g vol(B) + rank(Ψ0(ϕ)),

where vol(B) is the normalized volume of the convex hull of the columns of B. This
formula is a numerical counterpart of the decomposition Theorem 3.7, 1) for the
space of holomorphic solutions of a hypergeometric system.

In Example 3.14 we will see that rank(Ψ0) = 1 since Ψ0 is generated by f1, and
rank(Horn(A, (c1, c2, c3))) = 2. In fact, if −(c1 + c2 + c3) /∈ N, then the space of
fully supported solutions has dimension 1, but if −(c1 + c2 + c3) ∈ N, then the
dimension of the quotient space Ψ/Ψ0 is 1.

3.3. Monodromy action on the invariant subspace of Puiseux polyno-
mial solutions. Recall that by a Puiseux polynomial we mean a finite linear
combination of monomials with (in general) arbitrary complex exponents. Such
a polynomial may only have singularities on the union of the coordinate hyper-
planes {x ∈ Cn: x1 · · ·xn = 0}. The set of all Puiseux polynomial solutions of
a Horn system is a vector subspace Ψ of the space of its local holomorphic solu-
tions. This subspace is clearly invariant under the action of monodromy.
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Let {pk(x)}p
k=1 be a pure basis of the vector space Ψ (see Definition 2.9). In

other words, suppose that pk(x) = xvk p̃k(x), where vk ∈ Cn and p̃k(x) is a Laurent
polynomial (that is, a polynomial with integer exponents). Since a Laurent poly-
nomial has no branching, it follows that the branching of this basis is the same as
that of a system of monomials xv1 , . . . , xvp , where vk ∈ Cn. Thus the branching
locus for the solutions of such a Horn system is {x ∈ Cn : x1 · · ·xn = 0}, and the
generators of the fundamental group of its complement with base point (1, . . . , 1)
are γj = (1, . . . , 1, e2π

√
−1 t, 1, . . . , 1), t ∈ [0, 1], j = 1, . . . , n. The corresponding

monodromy matrix is given by Mj = diag(e2π
√
−1 vj ).

3.4. Intertwining operators for Horn systems. The purpose of this subsec-
tion is to compute the intertwining operators for the monodromy representations of
Horn systems whose parameters differ by integers. This will enable us to conclude
that certain monodromy representations are equivalent. The intertwining oper-
ators for the monodromy representations of ordinary hypergeometric differential
equations were computed in [3].

Recall that S(Horn(A, c)) stands for the vector space of (local) solutions of the
hypergeometric system Horn(A, c). The class of hypergeometric functions is closed
under multiplication by Puiseux monomials. More precisely, the operator xλ• which
multiplies a function by the monomial xλ = xλ1

1 · · ·xλn
n is an isomorphism between

vector spaces:
xλ• : S

(
Horn(A,Aλ+ c)

)
→ S(Horn(A, c)).

Since multiplication by a Laurent monomial does not alter the branching of a func-
tion, we conclude that the hypergeometric systems Horn(A, c) and Horn(A,Aλ+ c)
have the same monodromy for all λ ∈ Zn.

Proposition 3.11. Let A1, . . . ,Am ∈Zn be the rows of an integer matrix A of
full rank n and let c ∈ Cm. Then the differential operator

〈Aj , θ〉+ cj − 1: S
(
Horn(A, c− ej)

)
→ S(Horn(A, c)) (3.3)

is an intertwining operator for the monodromy representations of the corresponding
Horn systems.

Proof. Let Hi(A, c) be the differential operator defining the ith equation of the
hypergeometric system Horn(A, c) given by (2.3).

The desired result follows since when Ai,j 6 0 we have(
〈Aj , θ − ei〉+ cj − 1

)
Hi(A, c− ej) = Hi(A, c)

(
〈Aj , θ〉+ cj − 1

)
while when Ai,j > 0 we have(

〈Aj , θ〉+ cj − 1
)
Hi(A, c− ej) = Hi(A, c)

(
〈Aj , θ〉+ cj − 1

)
. �

Using these intertwining operators, we establish an analogue of Proposition 2.7
in [3].
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Proposition 3.12. Suppose that S(Horn(A, c + `)) ⊃ Ψ0 6= {0} for ` ∈ Zn.
Assume that each column of the matrix A with rows A1, . . . ,Am contains at least
one positive and one negative element (see [13], Convention 1.4). Then there
is a non-trivial monodromy-invariant subspace of S(Horn(A, c)) of codimension
greater than 1. In particular, the monodromy representation of S(Horn(A, c)) is
reducible.

Proof. Let J ⊂ {1, . . . ,m} be the set of indices such that ker(〈Aj , θ〉+cj+`j)∩Ψ0 3
xα 6= 0 for j ∈ J . We remark here that we can always find a monomial element in Ψ0

whenever Ψ0 6= {0}. This can be seen as follows. The exponent αj of any persistent
polynomial solution

∑p
j=1 cαjx

αj satisfies the relation −(AI ·αj +cI) ∈ Z>0, where
we use the same notation AI , cI as in Theorem 3.2. Since−(AI ·(α1±ek)+cI) ∈ Z>0

for the ‘initial exponent’ α1 = α2 ± ek and some k ∈ {1, . . . , n}, we obtain that
−(AI ·ek) ∈ Z>0. This contradicts our assumption on the presence of both positive
and negative entries in each column of A. Therefore the operator

〈Aj , θ〉+ cj + `j : S(Horn(A, c+ `)) → S(Horn(A, c+ `+ ej))

has a non-trivial kernel. Assume that `j < 0 and choose a maximal number kj with
`j 6 kj 6 −1 such that the operator

〈Aj , θ〉+cj +kj : S
(
Horn(A, c+`+(kj−`j)ej)

)
→S

(
Horn(A, c+`+(kj−`j +1)ej)

)
has a non-trivial kernel. This implies that the vector space

−kj∏
k=1

(〈Aj , θ〉+ cj − k)S
(
Horn(A, c+ `+ (kj − `j)ej)

)
is an invariant subspace of S(Horn(A, c+ `− `jej)) under the monodromy action.
Thus S(Horn(A, c+ `−

∑
j∈J,`j<0 `jej)) has an invariant subspace of codimension

greater than 1. We now consider the vector space

∏
i/∈J, `i<0

−`i−1∏
λi=0

(
〈Ai, θ〉+ ci + `i + λi

)
S

(
Horn

(
A, c+ `−

∑
j∈J, `j<0

`jej

))
.

It contains a non-trivial monodromy-invariant subspace of S
(
Horn

(
A, c + ` −∑

`j<0 `jej

))
. Thus it suffices to prove the proposition in the case when ` ∈ Zn

>0.
A straightforward calculation shows that

n∏
j=1

`j−1∏
λj=0

(
〈Aj , θ〉+ cj + λj

)−1(
S(Horn(A, c+ `))/Ψ0

)
is an invariant subspace of the space of all holomorphic solutions of the system
Horn(A, c). We remark here that none of the operators 〈Aj , θ〉 + cj + λj for j =
1, . . . , n and λj = 0, . . . , `j − 1 occurs as a factor in the operators Pj(θ), Qj(θ),
i = 1, . . . , n, that define the system of equations Horn(A, c+ `). �
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Corollary 3.13. In the case of two variables, suppose that∑
Aj ,Ak lin. indep.

ν(Aj ,Ak) = 0,

where the sum is taken over all pairs of linearly independent rows of the matrix
defining the Horn system. Then, for almost all c ∈ Cm, the monodromy represen-
tations of the Horn systems Horn(A, c) and Horn(A, c− ej) are equivalent for any
j = 1, . . . ,m.

Proof. By Theorem 3.7, 3), the condition on the indices of the rows of the defin-
ing matrix means precisely that the corresponding Horn system has no persistent
polynomial solutions. Thus for generic parameters all solutions are fully supported
(that is, the convex hull of the support of each solution has dimension 2). No
such series is annihilated by a differential operator of the form (3.3) and hence
the intertwining operators have trivial kernels. This means that the monodromy
representations are equivalent. �

Example 3.14. Consider the hypergeometric system defined by the matrix 1 2
−1 −1
0 −1

 (3.4)

and an arbitrary vector of parameters (c1, c2, c3) ∈ C3. This system is generated
by the differential operators

x1(θ1 + 2θ2 + c1) + (θ1 + θ2 − c2),

x2(θ1 + 2θ2 + c1)(θ1 + 2θ2 + c1 + 1)− (θ1 + θ2 − c2)(θ2 − c3).
(3.5)

It is holonomic for all (c1, c2, c3) and has rank 2. The following universal basis in
the space of holomorphic solutions of (3.5) consists of functions that are linearly
independent for all (c1, c2, c3) ∈ C3:

f1(x; c) = xc1+2c2
1 x−c1−c2

2 ,

f2(x; c) = xc1+2c2
1 (x−c1−c2

2 − xc3
2 (x1 + x2

1 + x2)−c1−c2−c3)/(c1 + c2 + c3).

When c1 + c2 + c3 = 0 this basis degenerates into the pair of functions

xc1+2c2
1 x−c1−c2

2 , xc1+2c2
1 x−c1−c2

2 log
x1 + x2

1 + x2

x2
.

Observe that the system (3.5) is resonant if and only if c1+c2+c3 ∈ Z. The notion of
maximal resonance coincides in this example with that of ordinary resonance since
there is only one (up to scaling) linear relation between the rows of the matrix (3.4).
Let Sol(c) be the vector space of local solutions of (3.5) at a non-singular point.
The intertwining operators for this Horn system are given by

I1 = θ1 + 2θ2 + c1 − 1: Sol(c1 − 1, c2, c3) → Sol(c),

I2 = −θ1 − θ2 + c2 − 1: Sol(c1, c2 − 1, c3) → Sol(c),

I3 = −θ2 + c3 − 1: Sol(c1, c2, c3 − 1) → Sol(c).



Maximally reducible monodromy 237

Observe that

I1(f1(x; c)) = I2(f1(x; c)) = −f1(x; c),
I3(f1(x; c1, c2, c3 − 1)) = (c1 + c2 + c3 − 1)f1(x; c),

I1(f2(x; c1 − 1, c2, c3)) = I2(f2(x; c1, c2 − 1, c3))

= (c1 + c2 + c3)f2(x; c)− f1(x; c),

I3(f2(x; c1, c2, c3 − 1)) = (c1 + c2 + c3)f2(x; c).

This example shows that the intertwining operators constructed above may have
non-trivial kernels despite the fact that the monodromy of (3.5) depends only on
the values of c1, c2, c3 modulo the integer lattice Z.

§ 4. Explicit monodromy calculation for simplicial
and parallelepipedal hypergeometric systems

4.1. Atomic hypergeometric systems. In this section we investigate the mon-
odromy representations of certain important families of hypergeometric systems.
They will generate two classes of polygons corresponding to Horn systems with
maximally reducible monodromy representations to be described in § 6.

Recall that by Definition 3.4 an atomic hypergeometric system of equations
is a confluent Horn system defined by a non-singular square matrix. An atomic
system can be transformed into a system of differential equations with constant
coefficients by means of the isomorphism in [8], Lemma 5.1, Corollary 5.2. By the
Malgrange–Ehrenpreis–Palamodov fundamental principle [16], a basis of the space
of holomorphic solutions of an atomic system is given by products of Puiseux poly-
nomials and exponential functions whose arguments are also Puiseux polynomials.
Observe that an atomic system is confluent by definition since the non-confluence
condition (2.4) is a linear relation between the rows of the defining matrix. Also
by definition, an atomic system is never resonant. Every solution of a holonomic
atomic system is either a persistent Puiseux polynomial or a fully supported Puiseux
series. In the case of two variables one can tell exactly how many Puiseux polyno-
mial solutions an atomic system can have and what their initial exponents are (see
Definition 2.7).

Theorem 4.1. 1) For every non-singular 2× 2 integer matrix M =
(

a1 b1
a2 b2

)
with

G.C. D.(det(M), a1, b1, a2, b2) = 1 and every c̃ ∈ C2, the holonomic rank of the
associated atomic system is given by

rank(Horn(M, c̃)) = |det(M)|+ ν(M).

Furthermore, the system Horn(M, c̃) has |det(M)| fully supported series solutions
while the remaining ν(M) solutions are persistent Puiseux polynomials.

2) When ν(M) > 0 the initial exponents of the Puiseux polynomial solutions
of Horn(M, c̃) are of the form −M−1(RM + c̃), where

RM =

{
{(u, v) ∈ N2 : u < |b1|, v < |a2|}, if |a1b2| > |b1a2|,
{(u, v) ∈ N2 : u < |a1|, v < |b2|}, if |a1b2| < |b1a2|.
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Proof. 1) By Proposition 4 in [2], the system Horn(M, c̃) admits a solution of the
following form for a suitable cycle C:

|det(M)|
(2πi)2

∫
C

Γ(a1s1 + b1s2 + c̃1)Γ(a2s1 + b2s2 + c̃2)xs1
1 x

s2
2 ds1 ds2

=
∑

k∈Z2
>0

(−1)|k|

k!
x−M−1(k+c̃) = x−M−1c̃

∑
k∈Z2

>0

1
k!

2∏
j=1

(−x−M−1ej )kj

= x−M−1c̃ exp
(
−

2∑
j=1

x−M−1ej

)
. (4.1)

The dimension of the linear span of the set of all analytic continuations of (4.1)
(that is, the space of fully supported solutions) equals |det(M)| since

G.C. D.(det(M), a1, b1, a2, b2) = 1.

By Lemma 6.5 in [8], the dimension of the space of persistent Puiseux polynomial
solutions is equal to ν(M). We conclude that rank(Horn(M, c̃)) = |det(M)|+ν(M).

2) This follows from the construction of persistent Puiseux polynomial solutions
in [8], Lemma 6.5. �

The supports of persistent polynomial solutions of a bivariate Horn system
can be characterized as follows. By Theorems 3.7, 3) and 4.1, only submatrices
AI = (Ai,Aj) with ν(Ai,Aj) > 0 contribute to the space of persistent solutions
of Horn(A, c̃). By making the change of variables x1 → 1

x1
if necessary, we can

assume without loss of generality that Ai = (a1, b1) ∈ N2 and Aj = (a2, b2) ∈ −N2.
Interchanging x1 and x2 if necessary, we can also assume without loss of generality
that |a1b2| > |a2b1|. In this case RAI

= {(u, v) ∈ N2 : u < b1, v < |a2|}.
Corollary 4.2. Under the normalization above, we define an index set

R̃AI
=
{
(u, v) ∈ N2 : 0 6 u < min(a1, b1), 0 6 v < min(|a2|, |b2|)

}
contained in RAI

.
1) The support of a persistent monomial solution of the atomic system

Horn(AI , c̃I) is given by α ∈ −AI
−1(R̃AI

+ c̃I).
2) With every α0 ∈ −AI

−1((RAI
\ R̃AI

) + c̃I) we associate a tuple of indices
Sα0 :=

⋃K
k=0{αk} that will be defined later in the proof. Then the support of every

persistent polynomial solution of Horn(AI , c̃I) is the union of Sα0 and the supports
of the persistent monomial solutions.

Proof. We first remark that under the normalization above, the condition α ∈
−AI

−1(RAI
+ c̃) means that P2(α) = 0 and Q1(α) = 0. The cardinality of the set

of lattice points satisfying this condition is equal to |a2b1|.
1) If α ∈ −AI

−1(R̃AI
+ c̃I), then

α ∈ ker
(
〈Ai, θ〉+ c̃i + ui

)
∩ ker

(
〈Aj , θ〉+ c̃j + vj

)
for (ui, vj) ∈ R̃AI

. Hence the operator 〈Ai, θ〉 + c̃i + ui with ui < min(a1, b1) is
a factor of both P1(θ) and P2(θ). In a similar way, the operator 〈Aj , θ〉 + c̃j + vj

with vj < min(|a2|, |b2|) is a factor of both Q1(θ) and Q2(θ).



Maximally reducible monodromy 239

We put i = 1 when (RAI
\ R̃AI

) ∩ N × {0} 6= ∅ and adopt the usual notation
e1 = (1, 0). We similarly put i = 2 when (RAI

\R̃AI
)∩{0}×N 6= ∅, and e2 = (0, 1).

2) When |b2| < |a2|, the case i = 2 occurs. Hence there is an α0 such that
P2(α0) = Q1(α0) = 0 but Q2(α0) 6= 0. The following equalities hold:

H2(AI , c̃I)xα0 = (x2P2(θ)−Q2(θ))xα0 = −Q2(α0)xα0 ,

H2(AI , c̃I)xα0−e2 = P2(α0 − e2)xα0 −Q2(α0 − e2)xα0−e2 .

We now consider a sequence of integer lattice points α0, α1 = α0 − e2, . . . such
that αk−αk+1 =−e1 or e2. The points αk lie inside the cone C(i, j) := {s : 〈Aj , s〉+
c̃j 6 0} ∩ {s : 〈Ai, s〉 + c̃i 6 0}. Since the sequence must terminate at a certain
step, the union of all points {αk}k>0 is a finite subset of C(i, j). Thus there is
a finite set of integer points Sα0 such that a linear combination of the polynomials
H2(AI , c̃I)xαk (resp. H1(AI , c̃I)xαk), k = 1, . . . ,K, is identically equal to zero
(see [8], Lemma 6.5, Fig. 2, depicting a process equivalent to the construction
of Sα0). If |a2| 6 |b2| and a1 > b1, then R̃AI

= RAI
. Thus all persistent polynomial

solutions are actually monomials.
If |a2| 6 |b2| and a1 < b1, then the case i = 1 occurs. As in the case i = 2,

we obtain a polynomial solution supported on the set of integer points Sα0 =⋃
k>0{αk}, α1 = α0 − e1, . . . , such that αk − αk+1 = −e2 or αk − αk+1 = e1. �

Example 4.3. Consider the atomic hypergeometric system defined by the matrix

M =
(

3 2
−4 −3

)
and the zero parameter vector. It is generated by the operators

x1(3θ1 + 2θ2)(3θ1 + 2θ2 + 1)(3θ1 + 2θ2 + 2)

− (−4θ1 − 3θ2)(−4θ1 − 3θ2 + 1)(−4θ1 − 3θ2 + 2)(−4θ1 − 3θ2 + 3),

x2(3θ1 + 2θ2)(3θ1 + 2θ2 + 1)− (−4θ1 − 3θ2)(−4θ1 − 3θ2 + 1)(−4θ1 − 3θ2 + 2).
(4.2)

By Theorem 4.1, 1), the dimension of the space of persistent polynomial solutions
is equal to 8.

The persistent monomial solutions are given by

1, x−2
1 x3

2, x
−4
1 x6

2, x
−3
1 x4

2, x
−5
1 x7

2, x
−7
1 x10

2 .

The polynomials

x−6
1 x8

2 −
1
3
x−6

1 x9
2, x−9

1 x13
2 − 4x−9

1 x12
2 + x−8

1 x13
2 + 12x−8

1 x11
2

are the essentially polynomial persistent solutions.

Observe that all Puiseux polynomial solutions of an atomic system are necessarily
persistent. This is of course not the case for an arbitrary hypergeometric system.
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4.2. Simplicial hypergeometric configurations. An important particular
case of a general non-confluent Horn system is the system defined by a matrix
whose rows are the vertices of an n-dimensional integer simplex. More precisely,
let M be a non-singular n × n integer matrix and α ∈ Cn a parameter vec-
tor. Put α̃ = (α, αn+1) ∈ Cn+1. Let M1, . . . ,Mn be the rows of M . We put
Mn+1 = −M1 − · · · − Mn and define M̃ as the (n + 1) × n matrix with rows
M1, . . . ,Mn+1. The non-confluent Horn system Horn(M̃, α̃) associated with this
data is said to be simplicial.

Proposition 4.4 [1]. For generic α̃, a holonomic simplicial hypergeometric system
Horn(M̃, α̃) admits the solution

x−M−1α

(
1 +

n∑
j=1

x−M−1ej

)−|α̃|
, (4.3)

where ej = (0, . . . , 1, . . . , 0) (1 in the j th place). Every solution of Horn(M̃, α̃)
either lies in the linear span of analytic continuations of (4.3) or is a persis-
tent Puiseux polynomial. When −|α̃| ∈ Z>0 \ {0} the monodromy representation
of Horn(M̃, α̃) is maximally reducible.

Example 4.5. The Horn system

x1(θ1 + θ2 − 3)(θ1 − 2θ2 − 1)− (−2θ1 + θ2)(−2θ1 + θ2 − 1),

x2(θ1 + θ2 − 3)(−2θ1 + θ2 − 1)− (θ1 − 2θ2)(θ1 − 2θ2 − 1)
(4.4)

is holonomic of rank 4. A pure basis of its solution space is given by the Puiseux
polynomials

1
x1x2

, 4 + 2x1 + 2x2 + 6x1x2 + x2
1x2 + x1x

2
2,

x
−2/3
1 x

−1/3
2 (5 + 10x1 + 30x1x2 + 20x2

1x2 + x3
1x2 + 5x1x

2
2 + 10x2

1x
2
2),

x
−1/3
1 x

−2/3
2 (5 + 10x2 + 30x1x2 + 20x1x

2
2 + x1x

3
2 + 5x2

1x2 + 10x2x2
2).

The Newton polygons of these polynomials are shown in Fig. 1. Consider the
Mellin–Barnes integral with weight given by the Ore–Sato coefficient

ϕ(s) =
Γ(−c+ s1 − 2s2 − 1)Γ(−2s1 + s2 − 1)e

√
−1 π(s1+s2)

Γ(−s1 − s2 + 4)

that defines the system (4.4). We assume that c ∈ R is generic and the contour C
is invariant under unit shifts in real directions. Computing the residues, we arrive
at a fully supported Puiseux series solution of the Horn system obtained by per-
turbing (4.4), that is, by replacing θ1 − 2θ2 by θ1 − 2θ2 − c :

fc = x
−c/3−1
1 x

−2c/3−1
2 (x2/3

1 x
1/3
2 + x

1/3
1 x

2/3
2 + 1)5−c.
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Observe that when c = 0 we get a Puiseux polynomial solution

f0 =
(x2/3

1 x
1/3
2 + x

1/3
1 x

2/3
2 + 1)5

x1x2
.

The presence of a polynomial solution when c = 0 is explained by the fact that
the poles of the numerator Γ(−c + s1 − 2s2 − 1) in the Ore–Sato coefficient ϕ(s)
are not cancelled by those of the denominator Γ(−s1 − s2 + 4) for generic c. But
when c = 0 we have a half-space cancellation of poles (see Definition 6.2) and the
non-zero residues lie only in the strip {s : − 2 6 s1 + s2 6 3}.

Linear combinations of branches of f0 produce the last three Puiseux polynomial
solutions of (4.4). The only persistent solution in this example is the Laurent
monomial 1

x1x2
∈ ker(θ1 − 2θ2 − 1) ∩ ker(−2θ1 + θ2 − 1). This solution generates

a one-dimensional invariant subspace of the space of holomorphic solutions of (4.4).

Figure 1. a) the supports of solutions of (4.4); b) the polygon of the

Ore–Sato coefficient defining (4.4)

Example 4.6. Consider the bivariate (n = 2) simplicial hypergeometric system
generated by the matrix

M =
(
−2 0
0 −2

)
and the vector of parameters α̃ = (0, 0, c). There is no loss of generality in making
this choice of parameters since changing the first two coordinates of α̃ only results in
a shift of the exponent space. The system is generated by the differential operators

x1(2θ1 + 2θ2 + c)(2θ1 + 2θ2 + c+ 1)− 2θ1(2θ1 − 1),

x2(2θ1 + 2θ2 + c)(2θ1 + 2θ2 + c+ 1)− 2θ2(2θ2 − 1).
(4.5)

By Theorem 3.8 the holonomic rank of (4.5) equals 4 for generic c ∈ C. Moreover,
Theorem 6.10 in [13] shows that this holds for all c ∈ C since ZAndean(I) = ∅ for this
system. By Proposition 4.4, (1+

√
x1 +

√
x2 )−c is a generating solution of (4.5). It

follows from Theorem 3.7 that (4.5) has no persistent Puiseux polynomial solutions



242 T. M. Sadykov and S. Tanabé

and, therefore, a basis of the space of analytic solutions of (4.5) for generic c ∈ C
is given by

f1(c) = (1 +
√
x1 +

√
x2 )−c, f2(c) = (1 +

√
x1 −

√
x2 )−c,

f3(c) = (1−
√
x1 +

√
x2 )−c, f4(c) = (1−

√
x1 −

√
x2 )−c.

(4.6)

However, this basis degenerates for two special values of c, namely, c = 0 (when
all the basis elements (4.6) are identically equal to 1) and c = −1 (when f1(−1) +
f4(−1) − f2(−1) − f3(−1) = 0). We now construct bases in the solution space
of (4.5) for both of these resonant values of c.

When c=−1, the corresponding resonant basis is given by f1(−1), f2(−1), f3(−1)
and the function

˜̃
f4 = (f1 log f1 − f2 log f2 − f3 log f3 + f4 log f4)|c=−1.

When c = 0, a resonant basis of the solution space of (4.5) is given by f1(0) and
the three additional resonant solutions

f̃2 = log
(
1 +

√
x1 +

√
x2

)
− log

(
1 +

√
x1 −

√
x2

)
,

f̃3 = log
(
1 +

√
x1 +

√
x2

)
− log

(
1−

√
x1 +

√
x2

)
,

f̃4 = log
(
1 +

√
x1 +

√
x2

)
− log

(
1−

√
x1 −

√
x2

)
.

It turns out to be possible to endow the space of analytic solutions of (4.5) with
a single universal basis whose elements remain linearly independent after passing
to the limit as c→ 0 or c→ −1. This basis is given by

f̂1(c) =
(
1 +

√
x1 +

√
x2

)−c
,

f̂2(c) =
((

1 +
√
x1 +

√
x2

)−c −
(
1 +

√
x1 −

√
x2

)−c )
/c,

f̂3(c) =
((

1 +
√
x1 +

√
x2

)−c −
(
1−

√
x1 +

√
x2

)−c )
/c,

f̂4(c) =
((

1 +
√
x1 +

√
x2

)−c −
(
1 +

√
x1 −

√
x2

)−c

−
(
1−

√
x1 +

√
x2

)−c +
(
1−

√
x1 −

√
x2

)−c)
/(c+ c2).

(4.7)

It is easy to check that the functions f̂1(c), . . . , f̂4(c) are linearly independent for
all c ∈ C.

Given the basis (4.7), it is straightforward to find the monodromy representation
of the fundamental group of the complement of the singularities of solutions of (4.5).
It is generated by three matrices corresponding to loops around the coordinate axes
{x1 = 0}, {x2 = 0} and the essential singularity {S(x) := 1 − 2x1 + x2

1 − 2x2 −
2x1x2 + x2

2 = 0}. These matrices are given by

Mx1 =


1 0 −c 0
0 1 0 −1− c
0 0 −1 0
0 0 0 −1

 , Mx2 =


1 −c 0 0
0 −1 0 0
0 0 1 −1− c
0 0 0 −1

 ,

MS = diag(e−2π
√
−1 c).
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4.3. Parallelepipedal hypergeometric configurations. Now let M be a non-
singular n×n integer matrix and let α, β ∈ Cn be two parameter vectors. We write
M̃ for the 2n× n matrix obtained by concatenating the rows of M and −M . The
rows of M̃ are the vertices of a parallelepiped of non-zero n-dimensional volume.
Let α̃ be the vector with components (α1, . . . , αn, β1, . . . , βn). As in the simplicial
case, it turns out to be possible to construct a generating solution of the corre-
sponding hypergeometric system (4.5) by computing multidimensional residues.

Proposition 4.7 [2]. For generic α̃ ∈ Cn, the holonomic hypergeometric system
Horn(M̃, α̃) admits a solution of the form

x−M−1α
n∏

j=1

(1 + x−M−1ej )−αj−βj , (4.8)

where ej = (0, . . . , 1, . . . , 0) (1 in the j th place). Every solution of Horn(M̃, α̃)
either lies in the linear span of analytic continuations of (4.8) or is a persistent
Puiseux polynomial. If −αj − βj ∈ Z>0 \ {0} for all j = 1, . . . , n, then the mon-
odromy representation of Horn(M̃, α̃) is maximally reducible.

§ 5. Bases in the solution space of the hypergeometric Horn system

Let us denote by q the number of vertices of the Newton polytope of the poly-
nomial which defines the singular hypersurface of the hypergeometric system under
consideration. In this section we construct a family of q bases in the space of fully
supported solutions of that system. This will be used in § 6 to deduce our main
result.

Definition 5.1. The amoeba Af of a Laurent polynomial f(x) (or of the algebraic
hypersurface f(x) = 0) is defined to be the image of the set f−1(0) under the map
Log : (x1, . . . , xn) 7→ (log |x1|, . . . , log |xn|).

LetA(ϕ) be the amoeba of the singularity of the hypergeometric system Horn(ϕ).

Definition 5.2. The recession cone CB of a convex set B ⊂ Rn is defined as

CB =
{
s ∈ Rn : u+ λs ∈ B ∀u ∈ B, λ > 0

}
(see [9], § 4). Hence the recession cone of a convex set is the maximal element (with
respect to inclusion) in the family of cones whose shifts are contained in this set.

The following theorem (compare with the results in [7] for the GKZ system)
shows that for every vertex of the Newton polygon of the singularity of a bivariate
hypergeometric function there is a basis of the solution space of the corresponding
Horn system. This basis consists of hypergeometric series which converge in the
pre-image of the connected component of the complement of the amoeba corre-
sponding to that vertex.

Theorem 5.3. 1) For every bivariate non-confluent Ore–Sato coefficient ϕ with
generic parameters and every connected component M of cA(ϕ) there is a pure
Puiseux series basis fM,i, i=1, . . . , rank(Horn(ϕ)), of the solution space of Horn(ϕ)
such that the recession cone of the support of fM,i is contained in −C∨

M .
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2) The domain of convergence of the series fM,i contains Log−1(M) for any
i = 1, . . . , rank(Horn(ϕ)).

Proof. The Ore–Sato coefficient ϕ(s) defining the Horn system can be represented
in the form

ϕ(s) =
m∏

i=1

Γ(ais1 + bis2 + ci),

where (ai, bi) ∈ Z2,
∑m

i=1(ai, bi) = (0, 0) and (c1, . . . , cm) ∈ Cm is a generic param-
eter vector. By Definition 2.5, the vectors {(ai, bi)}m

i=1 are the outer normals to
the sides of the polygon P(ϕ) of the Ore–Sato coefficient ϕ (observe that some of
them may coincide) ([17], Theorem 2). This theorem also implies that the number
of distinct vectors in this set equals q. To simplify the notation, we denote the
distinct elements in this set by (ā1, b̄1), . . . , (āq, b̄q). There is no loss of generality
in assuming that these normals are ordered anticlockwise (in accordance with the
principal branch of the argument of the complex number āk + b̄k

√
−1) from (ā1, b̄1)

to (āq, b̄q). Let vi be the vertex of P(ϕ) lying on the sides with normals (āi, b̄i) and
(āi+1, b̄i+1) (we also define vq as the common vertex of the first and last sides).

Figure 2. The amoeba of the singularity of a Horn system and the recession

cones of the supports of its solutions

By Theorem 7 in [9], there is a one-to-one correspondence between the vertices
v1, . . . , vq of the polygon P(ϕ) and the connected components of the complement
of the amoeba A(ϕ). We denote these connected components by M1, . . . ,Mq.

Fig. 2 shows the particular case of the amoeba of the singularity of the Horn
system defined by the Ore–Sato coefficient Γ(s1 + 2s2)Γ(s1 − 2s2)Γ(−s1 + 3s2) ×
Γ(−s1 − 3s2)Γ(s1)Γ(−s1 − s2)Γ(s2). In this case q = 7. The continuous curve that
bounds the amoeba and goes somewhere inside is its contour (that is, the set of
critical values of the logarithmic Gauss map on the hypersurface that defines the
amoeba [18]). The shape of the amoeba was found by means of the Horn–Kapranov
parametrization [19] using the computer algebra system Mathematica 9.0. Fig. 2
also shows the recession cones of the convex hulls of the connected components of



Maximally reducible monodromy 245

the complement of the amoeba that are strongly convex (that is, they are convex
and contain no lines [9]) and whose shifts contain M2. The duals of these cones
support hypergeometric series that satisfy the Horn system and whose domains
of convergence contain Log−1M2. To prove the theorem, we must show that the
number of such series is independent of the connected component of the complement
of the amoeba.

We claim that for every i = 1, . . . , q the system Horn(ϕ) has the same number
of fully supported Puiseux series solutions which converge on Log−1(Mi). To prove
this, we will show that the number of such series whose domain of convergence is
Log−1(M1), coincides with the number of Puiseux series solutions that converge
on Log−1(M2). Repeating this argument, one can prove that for any two adjacent
components in the complement of A(ϕ) the number of Puiseux series solutions that
converge on the pre-images of these components under the map Log is independent
of i=1, . . . , q. This will prove that any such connected component carries the same
number of fully supported Puiseux series solutions. We remark that the desired
assertion can also be proved using the approach and results in [20].

We define a single-valued branch arg of the argument Arg of a complex num-
ber by setting arg(−a − b

√
−1 ) = 0 and limε→0− arg e

√
−1 ε(−a − b

√
−1 ) = 2π,

and introduce a partial order ≺ on the lattice Z2 by saying that (a, b) ≺ (c, d) if
arg(a + b

√
−1 ) < arg(c + d

√
−1 ). We say that (a, b) 4 (c, d) if arg(a + b

√
−1 ) 6

arg(c+ d
√
−1 ).

By Lemma 11 in [9] and Theorem 3.7, 2), the number of fully supported Puiseux
series solutions of the hypergeometric system Horn(ϕ) that converge in the domain
Log−1(Mi) equals

Si =
∑

j : −(āi+1,b̄i+1)≺(āj ,b̄j)4(āi,b̄i)

` : (āi+1,b̄i+1)4(ā`,b̄`)≺−(āj ,b̄j)

kjk`

∣∣∣∣ā` b̄`
āj b̄j

∣∣∣∣ ,
where kj is the number of those vectors in the set {(a1, b1), . . . , (am, bm)} which
coincide with (āj , b̄j). Observe that all determinants in this formula are positive
by our choice of the indices of summation. To prove that S1 = S2, we make use of
the fact that these two sums have many common terms. Indeed, the sum of terms
in S1 that are not present in S2 is given by∑
j : −(ā2,b̄2)≺(āj ,b̄j)4(ā1,b̄1)

k2kj

∣∣∣∣ā2 b̄2
āj b̄j

∣∣∣∣ = det
(
k2(ā2, b̄2),

∑
j : −(ā2,b̄2)≺(āj ,b̄j)4(ā1,b̄1)

kj(āj , b̄j)
)
.

(5.1)
Similarly, the sum of terms in S2 that are not present in S1 is given by∑
` : (ā3,b̄3)4(ā`,b̄`)≺−(ā2,b̄2)

k2k`

∣∣∣∣ā` b̄`
ā2 b̄2

∣∣∣∣ = det
( ∑

` : (ā3,b̄3)4(ā`,b̄`)≺−(ā2,b̄2)

k`(ā`, b̄`), k2(ā2, b̄2)
)
.

(5.2)
The non-confluence condition

∑q
i=1 ki(āi, b̄i) =

∑m
j=1(aj , bj)=(0, 0) implies that the

determinant on the right-hand side of (5.1) equals the determinant on the right-
hand side of (5.2). This proves that any connected component of the complement of
the amoeba carries equally many fully supported solutions of the Horn system that
are convergent on its pre-image under the map Log (and, possibly, on a larger set).
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Recall that any solution of a hypergeometric system with generic parameters
can be expanded into a Puiseux series centred at the origin. (This series may in
particular be a Puiseux polynomial.) Since a Puiseux polynomial solution of a Horn
system is defined everywhere except (possibly) the coordinate hyperplanes, it works
for every connected component in the complement of the amoeba of the singularity.
Thus for every such component M there is a Puiseux series basis of the space of
those solutions of the Horn system all of whose elements converge (at least) in the
domain Log−1(M).

We remark that this assertion can also be proved using the approach and results
in [20].

It remains to show that we can take pure Puiseux series as a basis. To do this, we
show that suitable linear combinations of the analytic continuations of a solution

P (x) =
µ∑

k=1

x
v1k
N1
1 x

v2k
N2
2 pk(x1, x2)

(here pk(x), k = 1, . . . , µ, are Laurent series) admit power-series expansions that
converge in the domain Log−1(Mi) for fixed values of i, N1, N2 ∈ N, v1,k, v2,k ∈ Z.
Notice that µ 6 N1N2. The result of analytic continuation along a loop turning
`1 times around x1 = 0 and `2 times around x2 = 0 (in the anticlockwise direction)
is given by the formula

(M `1
x1=0M

`2
x2=0)∗P (x) =

µ∑
k=1

e

(
`1v1k

N1
+

`2v2k
N2

)
2π
√
−1x

v1k
N1
1 x

v2k
N2
2 pk(x1, x2).

To write x
v1k
N1
1 x

v2k
N2
2 pk(x1, x2) as a linear combination of (M `1

x1=0M
`2
x2=0)∗P (x), 0 6

`1 6 N1 − 1, 0 6 `2 6 N2 − 1, it suffices to consider the inverse of a Vandermonde
matrix of order µ. This completes the proof of the theorem. �

§ 6. Maximally reducible monodromy

In this section we continue our study of bivariate Horn systems. Let A be anm×2
integer matrix whose rows add up to the zero vector. Such a matrix, together with
a vector of parameters, defines a bivariate non-confluent hypergeometric system of
equations. It is convenient to associate with A a convex polygon P with integer
vertices such that the outer normals to the sides of P are the rows of A. We also
require that the relative length of each side of P in the integer lattice equals the
number of occurrences of the corresponding normal as a row of A. (Observe that
the normals to a polygon whose lengths are adjusted in this way add up to zero.)
The polygon P satisfying these conditions is uniquely determined (up to a shift
by an integer vector) by the matrix A. Conversely, every convex integer planar
polygon P determines a matrix A(P) whose rows are the outer normals to the sides
of P (possibly with some of them repeated). The order of the rows of this matrix is
irrelevant since they all lead to the same hypergeometric system of equations. Thus,
together with a vector of parameters c, such a polygon determines a non-confluent
hypergeometric system of equations. We denote this system by Horn(A(P), c). This
was illustrated by Example 4.5.
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The results in § 4 yield that any Horn system defined by a matrix whose rows are
the vertices of a simplex or a parallelepiped admits a basis of Puiseux polynomials
for suitable values of its parameters. In particular, the monodromy representation
of such a Horn system (with this very particular choice of parameters) is maximally
reducible.

The following problem was posed in [6]: describe those GKZ hypergeometric
systems whose solution space contains a one-dimensional subspace on which the
monodromy acts trivially (this corresponds to the existence of a rational solu-
tion). In this section we solve the closely related problem of describing the class
of Horn hypergeometric systems with maximally reducible monodromy representa-
tions. Apart from systems with rational bases of solutions, such systems have the
simplest possible monodromy representation since the corresponding monodromy
groups are generated by diagonal matrices.

Recall that a zonotope is the Minkowski sum of segments. The main result in
this section is the following theorem.

Theorem 6.1. The monodromy representation of a bivariate non-confluent hyper-
geometric system Horn(A(P), c) is maximally reducible for some c ∈ Cn if and only
if the polygon P is one of the following :

1) a zonotope;
2) the Minkowski sum of a triangle 4 and an arbitrary number of segments each

of which is parallel to a side of 4.

For example, the zonotope in Fig. 6 (see below) corresponds to the matrix (6.9)
whose rows are the outer normals to its sides.

Theorem 6.1 implies that every triangle determines a hypergeometric system with
maximally reducible monodromy for a suitable choice of the vector of parameters.
A quadrilateral defines a system with maximally reducible monodromy if and only
if it is a trapezium.

We divide the proof of Theorem 6.1 into three steps.
We first give a detailed description of a key technical notion named ‘half-space

cancellation of poles’ (Definition 6.2, Lemma 6.3). Then we prove that the condi-
tions 1), 2) are necessary and sufficient for the conclusion of the theorem to hold
(Propositions 6.5, 6.6). Finally we use Proposition 6.6 to establish that the maximal
reducibility of monodromy is equivalent to the existence of a Puiseux polynomial
basis for a proper choice of parameters (Corollary 6.7).

To prove the necessity and sufficiency of the conditions in Theorem 6.1, we need
the following auxiliary technical notion.

Definition 6.2. We say that the Ore–Sato coefficient ϕ(s) =
Qa

j=1 Γ(αj)Qb
i=1 Γ(βi)

admits

a half-space cancellation of poles if the poles of ϕ(s) lie in the set {s : αj(s) = σ,
σ ∈ Z60, γj 6 σ 6 0} for some γj < 0, j ∈ [1, a].

Lemma 6.3. The half-space cancellation of poles in the Ore–Sato coefficient
ϕ(s) =

Qa
j=1 Γ(αj)Qb
i=1 Γ(βi)

is a necessary condition for the Mellin–Barnes integral MB(ϕ, C)

to represent a set of Puiseux polynomial solutions for every contour C, satisfying
the conditions of Theorem 3.3.
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Example 6.4. Consider the function

ϕ(s) =
Γ(s1 + s2 − 3)Γ(−s2)

Γ(s1 + 1)Γ(s2 + 2)Γ(−s2 + 2)
.

Its poles lie on the lines {s : − s2 = σ, σ = −1, 0, s1 6= −1,−2, . . . }. In this case
MB(ϕ, C) = const ·(x1 +1)2(2x1−3x2 +2), where the contour C is located near the
integer lattice points inside {s : s1 + s2 6 3, 0 6 s1, 0 6 s2}.

We now use Definition 6.2 and Lemma 6.3 to prove the sufficiency of either or
the conditions 1), 2).

Proposition 6.5. For a polygon P of type 1) or 2), the space of holomorphic
solutions of Horn(A(P), c) admits a Puiseux polynomial basis for some parameter
c ∈ Cn and hence admits a maximally reducible monodromy representation.

Proof. Let A be the m × 2 matrix whose rows are the outer normals to the sides
of the zonotope which is the polygon of an Ore–Sato coefficient; see Definition 2.5.
We recall that the number of occurrences of a vector as a row of A equals the
relative length of the corresponding side of the zonotope in the integer lattice. We
will first show that there is a c ∈ Cm such that the space of holomorphic solutions
of the hypergeometric system Horn(A, c) at a generic point has a basis consisting of
functions of the form xαp(x), where α ∈ Cn and p(x) is a Taylor polynomial (that
is, a Puiseux polynomial with integer non-negative exponents). Since the analytic
continuation of such a function along any path is proportional to itself, this will
prove that the monodromy representation of Horn(A, c) is maximally reducible.

Since the matrix A is determined by a zonotope, there is no loss of generality in
assuming (possibly after interchanging some of its rows) that it consists of blocks
of the form Bi =

(
ai bi

−ai −bi

)
. Let ki be the number of occurrences of the block Bi

in A, and let l be the number of different blocks. There is no loss of generality in
assuming that the numbers ai and bi are relatively prime. We will also assume for
simplicity that all entries of A are different from zero. The case when some of them
are equal to zero can be treated in a similar way.

By Theorem 3.8 the holonomic rank of the system Horn(A, c) equals

r(A) =
( l∑

i=1

ki|ai|
)( l∑

j=1

kj |bj |
)
−

l∑
i=1

k2
i |aibi| =

l∑
i,j=1
i 6=j

kikj |aibj |.

Induction on l shows that the vector space of analytic solutions of the hypergeo-
metric system Horn(A, c) admits a Puiseux polynomial basis. Indeed, when l = 2
we have a parallelogram, which by Proposition 4.7 (with −αj − βj ∈ N in (4.8))
determines a system with a Puiseux polynomial basis in its solution space. We
define a matrix Bl+1 by the formula Bl+1 =

(
al+1 bl+1
−al+1 −bl+1

)
. Let A′ be the matrix

obtained by appending kl+1 copies of the block Bl+1 to the matrix A, and let r(A′)
be the holonomic rank of the associated Horn system. As above, there is no loss
of generality in assuming that al+1 6= 0, bl+1 6= 0. We can also assume that the
vector (al+1, bl+1) is not proportional to (ai, bi) for any i = 1, . . . , l. Indeed, if these
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two vectors were proportional, then adding the block Bl+1 would be equivalent to
increasing the number ki of occurrences of the block Bi in the matrix A.

Observe that appending the block Bl+1 to the matrix A corresponds to adding
(in the Minkowski sense) the segment (−bl+1, al+1) to the polygon defined by A.
To obtain a polygon of different combinatorial structure, we must add a segment
which is not parallel to the sides of the original polygon. Then the amoeba of the
singularity of the corresponding hypergeometric systems sprouts two new tentacles
in opposite directions. By Theorem 5.3, the number of Puiseux series solutions of
the Horn system defined by A′ is the same for all connected components of the
complement to the amoeba of its singularity. We will show that for a suitable (very
specific) choice of the parameters of the system, these series actually turn out to
be polynomials.

Under the assumptions above, the holonomic rank r(A′) of the hypergeometric
system defined by the matrix A′ and a generic vector of parameters is given by

r(A′) =
l+1∑

i,j=1
i 6=j

kikj |aibj | = r(A) +
l∑

i=1

kikl+1|aibl+1|+
l∑

j=1

kl+1kj |al+1bj |

= r(A) +
l∑

i=1

(
(ki|ai|+ kl+1|al+1|)(ki|bi|+ kl+1|bl+1|)− k2

i |aibi| − k2
l+1|al+1bl+1|

)
= r(A) +

l∑
i=1

r(kiBi, kl+1Bl+1),

where r(kiBi, kl+1Bl+1) stands for the holonomic rank of the parallelepipedal hyper-
geometric system defined by the matrix obtained by joining together ki copies of
the block Bi and kl+1 copies of the block Bl+1.

We will now show that adding (in the Minkowski sense) a segment to a planar
zonotope preserves the property of the corresponding hypergeometric system of hav-
ing a Puiseux polynomial basis in its space of holomorphic solutions for a suitable
choice of the vector of parameters.

We first observe that for any positive integer ml+1 the poles of the meromorphic
function

Γ(al+1s1 + bl+1s2 + cl+1)
Γ(al+1s1 + bl+1s2 + cl+1 +ml+1 + 1)

lie on the lines
⋃ml+1

h=0 {s : al+1s1 + bl+1s2 + cl+1 +h = 0}. The poles of the function

l∏
i=1

ki∏
j=1

Γ(ais1 + bis2 + ci,j)
Γ(ais1 + bis2 + ci,j +mi,j + 1)

also lie on the finite family of lines
⋃l

i=1

⋃ki

j=1

⋃mi,j

h=0{s : ais1 + bis2 + ci,j + h = 0}.
We conclude that for a suitable choice of the vector of parameters c the number of
double poles of the meromorphic function

l+1∏
i=1

ki∏
j=1

Γ(ais1 + bis2 + ci,j)
Γ(ais1 + bis2 + ci,j +mi,j + 1)
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is finite. To prove this fact, it suffices to choose the vector of parameters c in such
a way that the parallelogram

Π(i, j; k, `) =
1⋃

t=0

1⋃
u=0

{s : ais1+bis2+ci,j +tmi,j = 0, aks1+bks2+ck,`+umk,` = 0}

is disjoint from any similar parallelogram Π(i′, j′; k′, `′) whenever |i− i′|+ |j− j′|+
|k − k′|+ |`− `′| 6= 0. Note that all double poles of the meromorphic function

Γ(ais1 + bis2 + ci,j)Γ(aks1 + bks2 + ck,`)
Γ(ais1 + bis2 + ci,j +mi,j + 1)Γ(aks1 + bks2 + ck,` +mk,` + 1)

that contribute to the solutions of Horn(A, c), are contained in the parallelogram
Π(i, j; k, `) because of the cancellation of poles (compare Definition 6.2) of the two
factors Γ(ais1 + bis2 + ci,j) and Γ(aks1 + bks2 + ck,`). Since a parallelogram is
the image of the square {(t, u) : 0 6 t 6 1, 0 6 u 6 1} under a linear map, one
can choose the values of the parameters ci,j , ck,`, ci′,j′ , ck′,`′ in such a way that
Π(i, j; k, `) is disjoint from Π(i′, j′; k′, `′) when (i, j; k, `) 6= (i′, j′; k′, `′). The set
of such pairs is finite and, therefore, the desired choice of parameters can always
be made.

Figure 3. Adding a segment to the zonotope that defines a Horn system

The inductive step described above is illustrated by Fig. 3 under the assumption
that ai, bi > 0 for i = 1, 2, 3. The shaded regions contain the supports of the
Puiseux polynomial solutions of the Horn system obtained by adding the block
B3 =

(
a3 b3
−a3 −b3

)
to a matrix composed of the blocks B1 and B2. The computation

of the rank (see above) shows that the number of Puiseux polynomial solutions
whose supports lie on the intersections of the new (third) pair of divisors with the
initial divisors is exactly sufficient to compensate for the growth in rank. In fact,
by Theorem 3.8, the rank of the system defined by all three pairs of divisors equals
(a1 + a2 + a3)(b1 + b2 + b3)− a1b1− a2b2− a3b3. This is exactly how many Puiseux
polynomials are supported by the three parallelograms depicted in Fig. 3.



Maximally reducible monodromy 251

Similar arguments show that the second class of polygons in Theorem 6.1 (the
Minkowski sums of triangles and multiples of their sides) also define hypergeometric
systems with Puiseux polynomial bases in their solution spaces for suitable choices
of the parameters.

Since every pure Puiseux polynomial spans a one-dimensional invariant subspace,
it follows that the monodromy representation of a hypergeometric system satisfying
the conditions of Theorem 6.1 is maximally reducible. �

We now prove the necessity of one of the conditions 1), 2) of Theorem 6.1.

Proposition 6.6. If a bivariate hypergeometric system Horn(A, c) has a maxi-
mally reducible monodromy representation, then its Ore–Sato polygon is one of the
following :

1) a zonotope;
2) the Minkowski sum of a triangle and segments parallel to its sides.

Proof. For simplicity we consider the case when the matrix A is of the form

A′ =


1 0
0 1
a1 b1
. . . . . .
ar br

 , (6.1)

where 1 +
∑r

j=1 aj = 1 +
∑r

j=1 bj = 0, m = r + 2. The proof for general A can be
achieved in a completely parallel way.

If the Ore–Sato polygon is a triangle, then condition 2) holds automatically.
Therefore in what follows we assume that r > 2 and hence m > 4. We shall use
the notation αj(s) = ajs1 + bjs2. Consider two groups of linear functions αj(s),
which are indexed by I+, I− in such a way that j+ ∈ I+ (resp. k− ∈ I−) if and
only if aj+ > 0 (resp. ak− < 0). The poles of the function Γ(αj+(s) + γj+) with
αj+(s) = −m − γj+, m ∈ Z>0 (resp. Γ(αk−(s) + γk−) with αk−(s) = −m − γk−,
m ∈ Z>0) restricted to the complex plane {s ∈ C2 : s2 + δ2 + n = 0, n ∈ Z>0}
exhibit the asymptotic behaviour as s1 → −∞ (resp. s1 → +∞).

For the Ore–Sato coefficient

ϕ2,j+,k−(s) =
Γ(s2 + δ2)Γ(αj+(s) + γj+)Γ(αk−(s) + γk−)
Γ(1− s1 − δ1)

∏r
` 6=j+,k− Γ(1− α`(s)− γ`)

(6.2)

we examine the subspace of solutions of S(Horn(A′, c′)) spanned by the integrals
of the form

u2,j+(x) =
1

(2π
√
−1)2

∫
C2,j+

ϕ2,j+,k−(s)xs ds

and their analytic continuations. Here c′ = (δ1, δ2, γ1, . . . , γr) and

C2,j+ = {s ∈ C2 : |s2 + δ2 + n| = |αj+(s) + γj+ +m| = ε, (n,m) ∈ Z2
>0},

where the radius ε of the circle is chosen so small that each disc inside the circle
contains one isolated double pole of ϕ2,j+,k−(s).
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The system Horn(A′, c′), whose solution space has non-diagonalizable local mon-
odromy is a resonant system (see Definition 2.13). That is, for such a system at least
one of the monodromy representation matrices has a non-trivial Jordan block of
order at least 2. Thus it is not maximally reducible. Therefore we may assume that
the system of equations Horn(A′, c′) is non-resonant. This means in particular
that its solution u2,j+(x) can be expanded into the Puiseux series

∑
(n,m)∈Z2

>0

cn,m

(
x

bj+
aj+
1

x2

)n+δ2

x

−m−γj+
aj+

1 (6.3)

in a neighbourhood of the point ( 1
x1
, 1

x2
) = (0, 0). Repeated application of the

monodromy action
1
x1

→ 1
e2π

√
−1x1

to this series representation of u2,j+(x) produces an (aj+)-dimensional subspace
S2,j+ ⊂ S(Horn(A′, c′)) because the Vandermonde matrix is non-singular.

We now consider an analytic continuation of the Puiseux series solution u2,j+(x)
(6.3) that transforms it into the integral

u2,k−(x) =
1

(2π
√
−1)2

∫
C2,k−

ϕ2,j+,k−(s)xs ds (6.4)

by means of an operation to be called ‘the Mellin–Barnes contour throw’ throughout
the rest of the paper (Fig. 4).

Figure 4. Mellin–Barnes contour throw

The integral (6.4) is calculated as the sum of residues inside the contours

C2,k− = {s ∈ C2 : |s2 + δ2 + n| = |αk−(s) + γk− +m| = ε, n,m ∈ Z>0},

that encircle the poles for which s1 → +∞ on the complex line {s ∈ C2 : s2 +
δ2 + n = 0, n ∈ Z>0}. The Puiseux expansion of u2,k−(x) in a neighbourhood
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of
(
x1,

1
x2

)
= (0, 0) takes the form

∑
(n,m)∈Z2

>0

dn,m

(
x

bk−
ak−
1

x2

)n+δ2

x

−m−γk−
ak−

1 ,

where ak− < 0. Repeated application of the monodromy action x1 → e2π
√
−1x1

to the series representation for u2,k−(x) produces a |ak−|-dimensional subspace
S2,k− ⊂ S(Horn(A′, c′)) in the solution space of the Horn system because of the
non-singularity of a Vandermonde matrix.

We now analyze the following steps in the analytic continuation of the solutions
of the hypergeometric system in question:

a) the analytic continuation of u2,j+ that transforms it into S2,k− by means of
the contour throw in the Mellin–Barnes integral,

b) the monodromy action on the subspace of solutions S2,k− induced by the
map x1 7→ e2πh

√
−1x1, that is,

ϕ2,j+,k−(s)xs 7→ ϕ2,j+,k−(s)e2πhs1
√
−1xs, h ∈ Z,

c) the inverse analytic continuation of S2,k− to S2,j+.
Under the condition of maximal reducibility of the monodromy, if the above

procedures a)–c) give rise to a well-defined non-trivial monodromy around x1 = ∞,
then the image of S2,j+ under this monodromy action has dimension |ak−| and,
therefore, |aj+| = |ak−|. This means that for every j+ ∈ I+ there is a k− ∈ I−
such that aj+ + ak− = 0.

Interchanging s2 and s1 (as well as x2 and x1 in (6.3) and (6.4)) and using the
same argument, we conclude that for every bp+ > 0 there is a bq− < 0 such that
bp+ + bq− = 0.

We now prove a stronger assertion: for every j+ ∈ I+ there is a k− ∈ I− such
that

aj+ + ak− = 0, bj+ + bk− = 0. (6.5)

To prove the existence of such an index, we study the domains of convergence of
all series obtained as residues of ϕi,j+,k−(s)xs.

Let Dj+,k− be the domain of convergence of the series

uj+,k−(x) =
∑

n,m>0

Res αj+(s)+γj+=−n
αk−(s)+γk−=−m

ϕi,j+,k−(s)xs

for i = 1, 2, j+ ∈ I+, k− ∈ I−. Here we use the notation

ϕ2,j+,k−(s) =
Γ(s2 + δ2)Γ(αj+(s) + γj+)Γ(αk−(s) + γk−)
Γ(1− s1 − δ1)

∏r
` 6=j+,k− Γ(1− α`(s)− γ`)

.

We similarly define a function ϕ1,j+,k−(s).
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In a similar way, we look at the domains Di,j+ of convergence of the series

ui,j+(x) =
∑

n,m>0

Resαj+(s)+γj+=−m
si+δi=−n

ϕi,j+,k−(s)xs

as well as the domains Di,k− of convergence of the series

ui,k−(x) =
∑

n,m>0

Resαk−(s)+γk−=−m
si+δi=−n

ϕi,j+,k−(s)xs

for i = 1, 2.
We claim that the domain Dj+,k− has non-empty intersection with at least one

of the four domains D1,j+, D2,j+, D1,k−, D2,k−. To prove this, we consider the
supporting cones Cj+,k−, Ci,j+ and Ci,k− of the solutions uj+,k−(x), ui,j+(x) and
ui,k−(x) respectively. It follows from Abel’s lemma (see [7], Proposition 2, and [9],
Lemma 1) that

Log x(a,b) − C∨
a,b ⊂ Log(Da,b)

for some x(a,b) ∈ Da,b and some multi-index (a, b) that coincides with one of the
multi-indices (j+, k−), (i, j+), (i, k−). After an easy case-by-case study we see
that C∨

j+,k− has non-empty two-dimensional intersection with one of the four dual
cones C∨

1,j+, C∨
2,j+, C∨

1,k−, C∨
2,k−. This proves the claim (see Fig. 5).

Figure 5. Intersection of recession cones

Let us assume, for example, that Dj+,k− ∩D2,j+ 6= ∅. The analytic continua-
tion of S2,j+ induced by the Mellin–Barnes contour throw C2,j+ → Cj+,k− on the
complex lines {s ∈ C2 : αj+(s) + γj+ ∈ Z60} yields a |aj+(bj+ + bk−)|-dimensional
subspace of Puiseux series solutions in S(Horn(A′, c′)) that consists of Puiseux
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series converging in the domain Dj+,k− by Theorem 3.7, 2). This dimension is
calculated from the following equality:∣∣∣∣∣ det

(
aj+ bj+
ak− bk−

)∣∣∣∣∣ = |aj+(bj+ + bk−)|, (6.6)

where aj+ = −ak−. On the other hand, we have already noticed that the ana-
lytic continuation S2,k− of S2,j+ induced by the Mellin–Barnes contour throw
C2,j+ → C2,k− on the complex lines {s ∈ C2 : s2 + δ2 ∈ Z60} has dimension
|ak−| = aj+. Thus we obtain an analytic continuation of the elements of S2,j+

to the domain Dj+,k− ∩D2,j+ 6= ∅, whose dimension is aj+ + |aj+(bj+ + bk−)| by
Theorem 3.7, 2). If the monodromy representation of the hypergeometric system
is maximally reducible, then the analytic continuation of an element of S2,j+ along
any path must have dimension aj+. In particular, this applies to the monodromy
action. This means that bj+ + bk− = 0 and, therefore, (6.5) follows.

The same argument works when Dj+,k− ∩D2,k− 6= ∅.
When Dj+,k− ∩ D1,j+ 6= ∅ or Dj+,k− ∩ D1,k− 6= ∅, we interchange the roles

of x1 and x2 and arrive at the equality |bj+| = |bj+| + |aj+(bj+ + bk−)|, whence
bj+ + bk− = 0. Thus we again obtain (6.5).

Using the condition 1 +
∑r

j=1 aj = 1 +
∑r

j=1 bj = 0, where m = r + 2, we see
that the matrix A′ defining a hypergeometric system Horn(A′, c′) with a maximally
reducible monodromy representation must be either

1 0
0 1
−1 0
0 −1
a1 b1
−a1 −b1
. . . . . .

ar/2−1 br/2−1

−ar/2−1 −br/2−1


(6.7)

for even r, or 

1 0
0 1
−1 −1
a1 b1
−a1 −b1
. . . . . .

a(r−1)/2 b(r−1)/2

−a(r−1)/2 −b(r−1)/2


(6.8)

for odd r.
Elementary plane geometry shows that the matrix A′ of the form (6.7) corre-

sponds to a hypergeometric system defined by a zonotope.
To examine the case (6.8), we use the notation A1− = (−1,−1), 1− ∈ I−. When

j+ ∈ I+ we see that either Dj+,1− ∩D2,j+ 6= ∅, or Dj+,1− ∩D2,1− 6= ∅.
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When Dj+,1− ∩ D2,j+ 6= ∅, the analytic continuation by means of the Mellin–
Barnes contour throw in the complex line {s ∈ C2 : αj+(s)+ γj+ = −m, m ∈ Z>0}
of the solution

u2,j+(x) =
∑

n,m>0

Resαj+(s)+γj+=−m
s2+δ2=−n

ϕ2,1−,j+(s)xs

of the Horn system yields the solution

uj+,1−(x) =
∑

n,m>0

Resαj+(s)+γj+=−m
−s1−s2+γ1−=−n

ϕ2,1−,j+(s)xs.

Using Theorem 3.7, 2), we arrive at the equality aj+ = aj+ + |aj+ − bj+|. This
means that aj+ − bj+ = 0.

When D2,1−∩Dj+,1− 6= ∅, we apply the same argument to the analytic continu-
ation u2,1−(x) → uj+,1−(x) and arrive at the equality 1 = 1+ |aj+−bj+|. Hence we
again obtain that aj+− bj+ = 0, that is, the vector Aj+ is collinear with (−1,−1).

In an analogous way we conclude that the analytic continuation by means of
the Mellin–Barnes contour throw along the complex lines {s ∈ C2 : s2 + δ2 ∈ Z60}
transforms the function

u2,1−(x) =
∑

n,m>0

Res−s1−s2+γ1−=−m
s2+δ2=−n

ϕ2,1−,j+(s)xs

into the function

u2,k−(x) =
∑

n,m>0

Resαk−(s)+γk−=−m
s2+δ2=−n

ϕ2,1−,j+(s)xs.

In view of the relation C∨
2,1− ⊂ C∨

2,k−, we see that 1+|ak−| = 1, that is, |ak−| = 0
and, therefore, the vector Ak− is collinear with (0, 1).

We now apply the same argument to the residues of the functions ϕ1,1−,j+(s)xs

and ϕ1,1−,k−(s)xs and conclude that every row vector of the matrix (6.8) is collinear
with one of the three vectors (1, 0), (0, 1), (−1,−1). This means that the Ore–Sato
polygon of the Horn system Horn(A′, c′), with A′ defined in (6.8), must be the
Minkowski sum of a triangle and segments parallel to its sides. �

Corollary 6.7. A bivariate hypergeometric system Horn(A, c) has a maximally
reducible monodromy representation if and only if the space of solutions of
Horn(A, c̃) is spanned by Puiseux polynomials for some choice of the vector of param-
eters c̃.

Proof. If the space of solutions of Horn(A, c̃) is spanned by Puiseux polynomials,
then the monodromy representation is maximally reducible. Indeed, each Puiseux
monomial spans a one-dimensional subspace which is invariant under the analytic
continuation along any path and, therefore, Horn(A, c̃) is a direct sum of such
subspaces.

Proposition 6.6 shows that the polygon of the Ore–Sato coefficient defining the
hypergeometric system Horn(A, c) with a maximally reducible monodromy rep-
resentation must be either a zonotope or the Minkowski sum of a triangle and
segments parallel to its sides. By Proposition 6.5, the solution space of Horn(A, c̃)
admits a Puiseux polynomial basis for a suitably chosen parameter c̃. �
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Figure 6. The zonotope which defines the matrix (6.9)

Example 6.8 (a randomly chosen zonotope). Consider the Minkowski sum of the
four segments shown in Fig. 6. The matrix of the outer normals to its sides takes
the form

A =



1 2
−1 −2
−1 1
1 −1
−3 −2
3 2
2 −1
−2 1


(6.9)

Choose the vector of parameters to be c = (3,−5,−2, 1,−2,−1,−1,−1)T . The
corresponding hypergeometric system Horn(A, c) is holonomic of rank 31 by The-
orem 3.8. Here is a pure Puiseux polynomial basis of its solution space (which was
computed with Mathematica 9.0): the persistent solutions are

x2, x
3
1x

5
2,

√
x1

x
7/4
2

,
x1

x2
2

,
x

5/2
1

x
15/4
2

,
x3

1

x4
2

while the non-persistent Puiseux polynomial solutions are

x2
1

x3
2

,
x
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1

x
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,
1

x
4/5
1 x
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2

,
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,
7
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,
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2

x
2/5
1

,
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13068x2
1x

4
2 + 18900x2

1x
3
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3
2 + 715715x1x

2
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1
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√
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,
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2

x
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1
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x
2/7
1 x

4/7
2

,
230x5/7

2
7
√
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7
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,
5
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√
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√
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x
5/7
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√
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,
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x
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1

,
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2
5
√
x1

− 4x4/5
2

x
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1

,
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x2

1x2
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129115
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Fig. 7 depicts the supports of these solutions of Horn(A, c). The big bullets corre-
spond to monomials (persistent or not), and the small bullets to all other solutions.
The parallelograms that carry the supports arise as intersections of the divisors of
the defining Ore–Sato coefficient.

Figure 7. The supports of the solutions of the system Horn(A, c) defined

by the matrix (6.9)
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Figure 8. The polygon defining the matrix (6.10), and its Minkowski decom-

position

Example 6.9 (the Minkowski sum of a triangle and its sides). The following matrix
comes from the Minkowski sum of a triangle and all its sides (Fig. 8):

A =



2 −1
2 −1
−2 1
−1 3
−1 3
1 −3
1 2
−1 −2
−1 −2


(6.10)

Choose the vector of parameters to be c = (−1,−6, 3,−2,−10, 5, 3,−1,−6)T .
By Theorem 3.8 the corresponding hypergeometric system is holonomic of rank 40
and is defined by the differential operators

x1(θ1 − 3θ2 + 5)(2θ1 − θ2 − 6)(2θ1 − θ2 − 5)(2θ1 − θ2 − 1)(2θ1 − θ2)(θ1 + 2θ2 + 3)

− (θ1 + 2θ2 + 6)(θ1 + 2θ2 + 1)(2θ1 − θ2 − 4)

× (2θ1 − θ2 − 3)(θ1 − 3θ2 + 10)(θ1 − 3θ2 + 2),

x2(θ1 − 3θ2)(θ1 − 3θ2 + 1)(θ1 − 3θ2 + 2)(θ1 − 3θ2 + 8)(θ1 − 3θ2 + 9)

× (θ1 − 3θ2 + 10)(2θ1 − θ2 − 3)(θ1 + 2θ2 + 3)(θ1 + 2θ2 + 4)

− (θ1 − 3θ2 + 5)(θ1 − 3θ2 + 6)(θ1 − 3θ2 + 7)(2θ1 − θ2 − 6)(2θ1 − θ2 − 1)

× (θ1 + 2θ2)(θ1 + 2θ2 + 1)(θ1 + 2θ2 + 5)(θ1 + 2θ2 + 6).

This system has the following five persistent Puiseux polynomial solutions (which
actually turn out to be monomials): x1x2, x4

1x
2
2, x

14/5
1 x

13/5
2 , x13/5

1 x
21/5
2 , x28/5

1 x
26/5
2 .

The following 30 pure Puiseux polynomial solutions of Horn(A, c) were computed
with Mathematica 9.0:
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We omit the other five solutions since they are too cumbersome to display. Their
initial exponents are(

−23
5
,
9
5

)
,

(
−21

5
,
8
5

)
,

(
−19

5
,
7
5

)
,

(
−17

5
,
6
5

)
, (−3, 1).
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