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Abstract. WNoDeS, an acronym for Worker Nodes on Demand Service, is software developed 

at CNAF-Tier1, the National Computing Centre of the Italian Institute for Nuclear Physics 

(INFN) located in Bologna. WNoDeS provides on demand, integrated access to both Grid and 

Cloud resources through virtualization technologies. Besides the traditional use of computing 

resources in batch mode, users need to have interactive and local access to a number of 

systems. WNoDeS can dynamically select these computers instantiating Virtual Machines, 

according to the requirements (computing, storage and network resources) of users through 

either the Open Cloud Computing Interface API, or through a web console. An interactive use 

is usually limited to activities in user space, i.e. where the machine configuration is not 

modified. In some other instances the activity concerns development and testing of services 

and thus implies the modification of the system configuration (and, therefore, root-access to the 

resource). The former use case is a simple extension of the WNoDeS approach, where the 

resource is provided in interactive mode. The latter implies saving the virtual image at the end 

of each user session so that it can be presented to the user at subsequent requests. This work 

describes how the LHC experiments at INFN-Bologna are testing and making use of these 

dynamically created ad-hoc machines via WNoDeS to support flexible, interactive analysis and 

software development at the INFN Tier-1 Computing Centre. 

1.  Introduction 

Most sites offering remote access also have local users that need to use the resources interactively. 

Furthermore they need local access to the batch system and user interfaces to access the distributed 

infrastructure.  

A classic model would be to statically allocate machines for the interactive access. These machines 

would then have local access to the batch system and user interface software. In the worst case if 

special configurations are needed for the batch nodes used locally as opposed to those used via remote 

access, the local batch farm nodes would need to be allocated statically as well. 

We describe here a solution based on WNoDeS [1] to dynamically allocate resources to different tasks 

regardless of the need for specific configurations. 

This paper is organized as follows. After an overview of the typical approaches used to handle 

computing resources in Section 2, we show a new, dynamic way to manage them in Section 3. Then, 

in Section 4, we describe the main components of WNoDeS, followed by a description of the tests we 

have been doing in Section 5. Finally, Section 6 presents concluding remarks as well as future 

directions. 

2.  Classical approach: static resource allocation model 

Computing resources at a typical university or research institute may be logically partitioned in three 

sections:  

 A pool of machines provides the local users with interactive access directly from their desktop 

or in some cases through bastion hosts. On these machines the users have the environment 
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needed to develop software, to test their programs on small samples of data, to do interactive 

analysis on reduced data via ROOT [2] or similar programs, and so on. Furthermore they may 

find the software needed to have access to the remote infrastructure, i.e. the so called Grid 

User Interface (UI) software. Typically these machines have access to a local shared file 

system where the experiment software and their home directories are located and to local disk 

resources where personal or group data may be placed. 

 A pool of machines provides the local users with batch access via direct submission from the 

interactive pool. These machines are used for local purpose production tasks or analysis via 

facilities such as PROOF [3]. Typically these machines have access to the same file systems 

of the machines of the interactive pool. 

 A pool of machines provides remote batch access via Grid interfaces (Computing Element, 

CE). Typically these machines do not have access to local shared file systems but only to the 

local Grid Storage Element (SE).  

This architecture, summarized in Figure 1, has the limitation that resources are statically allocated to a 

pool and idle machines of one pool cannot be easily allocated to another one in case of need. For 

instance we may expect that during nights or week-ends the interactive pool may be underutilized 

while the grid pool may continue to be used. 

 

 
Figure 1: Allocation of resources in a site configured following a static model 

3.  New approach: dynamic resource allocation model 

In a dynamic resource allocation model, described in figure 2, machines are allocated to a pool only at 

the time they are requested. All idle machines are not pre-configured and may be configured in any of 

the needed flavours. In the following we describe a technique based on virtualization and batch system 

features to achieve this result. 
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Figure 2: Allocation of resources in a site configured following a dynamic model 

4.  The WNoDeS Project 

The WNoDeS Project [1][4] started a few years ago at INFN, the Italian National Institute for Nuclear 

Physics, with the aim to provide computing environments tailored to the specific user requirements. In 

fact, the environment required by different Virtual Organizations (VOs) may differ at several levels: 

for example for what regards the Operating Systems (or version thereof), or the presence (or absence) 

of specific program or libraries. This issue is normally solved dedicating a subset of the available 

resources to different sets of users. However this has the important negative side-effect that farm 

administrators cannot generally optimize the usage of farm resources. Exploiting virtualization 

techniques and batch system features, INFN has developed an architecture that makes it possible to 

run batch jobs on virtual worker nodes, i.e. on computing resources functionally identical to traditional 

servers, but running on Virtual Machines (VM). The following paragraphs briefly describe the type of 

interfaces provided by WNoDeS. 

4.1.  Local job execution 

VMs are dynamically instantiated at the time of job execution; a job will then run on to one or more of 

these VMs. The images used to create the VMs can be selected either by the site administrator (maybe 

statically, differentiating images across users), or directly by users (if authorized to do so). A positive 

side effect of this VM-based approach is that the execution environment for jobs running on the same 

physical host is logically separated, thus easing some of the security concerns related to the sharing of 

resources among many users and VOs. 

4.2.  Grid integration 

Since the execution environment provided as described in Section 4.1 is absolutely identical to the one 

that a user could get on a real host, it is straightforward to allocate resources to jobs submitted through 

a grid interface in the same way. Using the gLite CREAM Compute Element [5] it is also possible to 

specify the characteristics of the required environment (e.g. the Operating System of the virtual 

machine) in the job requirements using the Job Description Language (JDL) thus providing the users 

with more flexibility [4]. Authentication and authorization are handled by VOMS [7] and by gLite 

ARGUS [8] respectively. 
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4.3.  Cloud computing 

Requirements for making use of Cloud Computing services are seen with increasing frequency. 

Europe has largely invested in Grid Computing in the past years, establishing an infrastructure that is 

now used by several thousands of scientists in full production. Making Cloud services available 

exploiting the same resources being used to provide Grid services is then absolutely desirable. 

WNoDeS enables the on-demand instantiation of VMs using the OGF Open Cloud Computing 

Interface (OCCI) [6] API, either directly or via a Web interface. Authentication is handled through a 

gateway allowing users to gain access to resources through several authentication methods [9], while 

authorization is handled via gLite Argus [8], like in section 4.2. 

4.4.  Virtual Interactive Pool 

The WNoDeS Virtual Interactive Pool (VIP) interface, built on top of the WNoDeS cloud 

computing interface described in Section 4.3, is targeted at local users who can, through provided 

scripts, autonomously create customized computing resources. 

The user requests the instantiation of a VM via the VIP Command Line Interface (CLI). The CLI 

allows specifying the requirements in terms of RAM, number of CPUs, network bandwidth and file 

systems mount points. Once the request is made, the user may wait until login to the resource is 

possible or, alternatively, may choose to get back a request ID that can be used to check the request 

status; when the resource is ready, he will eventually be able to login on to it. 

From an implementation point of view, the request goes through the standard authentication and 

authorization layers of WNoDeS; a fake batch job, invisible to the user, containing the specified 

resource requirements is submitted to the local batch system and dispatched to a bait host [4]. 

Similarly to other interfaces supported by WNoDeS, on the bait the batch job execution is immediately 

stopped and the process to instantiate the VM starts. When the VM is ready, WNoDeS customizes the 

machine, e.g. creating the requested mount points. The VM can now be used and is therefore made 

available to the requester. The associated batch job on the bait is resumed and used for accounting 

purposes; like in Cloud interfaces, only wall clock time is considered for charging resource usage. At 

logout, WNoDeS automatically kills the fake batch job and destroys the VIP VM. 

5.  First tests on the INFN-Bologna Tier-3 site 

VIP is being developed and a prototype is being tested on the INFN-Bologna Tier-3 site. The Bologna 

Tier-3 is a joint project of INFN and Università degli Studi di Bologna. It supports local research 

groups including some of the LHC experiments. The Tier-3 resources are fully integrated with the 

INFN-CNAF Tier-1 infrastructure. The Tier-3 consists of about 50 dual quad-core machines 

accessible through the INFN Tier-1 LSF batch system, and of 150 TB of disk on the INFN Tier-1 

GPFS storage system. The boundaries between the Tier-1 and Tier-3 are virtual. Using WNoDeS each 

site can expand into the other according to the policies managed by LSF. Only the profile of the VMs 

define to which site they belong. Computing and Storage Elements, on the other hand, are 

independent. Differently from the Tier-1 the Tier-3 also offers interactive services to local users, and 

these are implemented via the VIP prototype. 

The first tests on the Tier-3 farm show that the main needed functionalities are available in VIP. 

Figure 3 shows how a virtual machine is instantiated via the VIP CLI specifying the image name, the 

number of CPUs, the amount of RAM and the file systems that need to be available on the VM. If 

requested the CLI also sets up the needed tunnelling to start X11 applications. 

Figure 4 shows how the file systems, including the user home directory, have been made available 

on the VM.  

Finally figure 5 shows the characteristics of the CPUs and memory of the VM. 
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6.  Summary and outlook 

Exploiting the WNoDeS architecture, we developed and tested VIP, a suite that allows users to 

instantiate VMs on-demand for interactive use out of a common pool of machines used for 

heterogeneous purposes (local and remote batch access via Grid and Cloud technologies). A prototype 

has been installed on the INFN-Bologna Tier-3 at INFN-CNAF, the Italian Tier-1 centre. While the 

basic functionalities are met by the prototype, there are features that are mandatory before such a 

system may be used in production. The VIP client needs to be properly packaged so that it can be 

easily installed on users' desktops. Due to the need to allocate resources through the normal batch 

system resource allocation procedures, the instantiation of the interactive machine out of the standard 

batch pool currently takes too long for typical interactive usage. We foresee to implement a three-level 

system for instantiating VMs for this purpose: 

Figure 4: File systems available on the virtual machine 

Figure 3: Instantiation of the virtual machine and execution of X-applications 
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1. A few VM for each supported VO with a standard set up are kept active at all times. Access to 

these machines is fast (comparable to a normal ssh). 

2. A few more batch slots are kept idle at all times. In case a machine with the standard set up is 

not available or if a non-standard set-up is requested by the user, a new VM is instantiated out 

of this pool. Access to these machines takes typically less than a minute. 

3. If the reserved batch slots are already taken the user request is queued to the batch system and 

the machine is made available to the user with the latencies of the batch system, which could 

be anyway configured and tuned to submit such requests to special, fast-execution queues. 

Finally we would like to address the use case of a user needing to save the VM status. Currently 

each time the user starts an interactive session gets a fresh VM. The only persistent data is on the 

mounted file systems. The new functionality may be useful e.g. to test services to be installed on the 

VM not in user space. In general it requires root access. This is a typical Cloud-type service and will 

be implemented by saving a snapshot of the VM on the storage area before destroying it. The saved 

image may then be later retrieved via the VIP CLI. 
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