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Abstract
The dynamics of the pinned vortex, antivortex and interstitial vortex have been studied in
superconducting/magnetic hybrids consisting of arrays of Co/Pd multilayer nanodots
embedded in Nb films. The magnetic nanodots show out-of-plane magnetization at the
remanent state. This magnetic state allows for superconducting vortex lattices of different
types in an applied homogeneous magnetic field. We experimentally and theoretically show
three such lattices: (i) a lattice containing only antivortices; (ii) a vortex lattice entirely pinned
on the dots; and (iii) a vortex lattice with pinned and interstitial vortices. Between the flux
creep (low vortex velocity) and the free flux flow (high vortex velocity) regimes the interaction
between the magnetic array and the vortex lattice governs the vortex dynamics, which in turn
enables distinguishing experimentally the type of vortex lattice which governs the dissipation.
We show that the vortex lattice with interstitial vortices has the highest onset velocity where
the lattice becomes ordered, whereas the pinned vortex lattice has the smallest onset velocity.
Further, for this system, we directly estimate that the external force needed to depin vortices is
60% larger than the one needed to depin antivortices; therefore we are able to decouple the
antivortex–vortex motion.

(Some figures may appear in colour only in the online journal)

1. Introduction

Superconducting vortices are the ideal tool for studying
a broad variety of phenomena such as soft matter phase
transitions [1] and ratchet effects [2]. They can be considered
as soft-core ‘particles’, and on tailoring the experimental
system, can be used to gain a better insight into many
areas of research. One such example is the dynamics of
interacting particles moving in energy landscapes. Typically
the landscapes are generated by: (i) intrinsic and random

defects present in the sample; or (ii) artificially structured
pinning sites, which can be fabricated randomly [3] or in
regular arrays [4]. One of the most remarkable properties
of vortices is that their quantity and physical characteristics
can be tuned externally, for example, by means of an
applied magnetic field or temperature. In addition, the particle
behavior can be modified by adjusting the pinning landscapes.

Hybrid structures made of magnetic arrays embedded in
superconducting films provide an ideal platform for tailoring
the vortex dynamic properties, by nanoengineering the size,
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Figure 1. (a) Scanning electron microscopy image of the array (the scale bar corresponds to 300 nm). (b) Schematic of the sample with an
array of magnetic nanodots embedded in the Nb superconducting film.

geometry, or magnetization of the magnetic lattice. In recent
years, stimulating results have been reported in this area;
see [5, 6]. Vortex lattice velocity is one of the key parameters
that have been studied for these hybrid nanostructures, and
it was found to exhibit several interesting properties. For
example, Silhanek et al [7] have found a deviation from the
well-known model of Larkin and Ovchinnikov [8] in the high
vortex velocity regime v∗ (when the flux flow dissipation
undergoes an abrupt transition to the normal state for currents
higher than a current J∗). On the other hand, a completely
different insight into vortex dynamics can be obtained from
the low vortex velocity regime, close to the critical current
density Jc (when the vortex lattice depins and starts moving)
and well below J∗. In this low current approach, flux creep
of vortices is strongly governed by the field polarity of
the nanodots [9, 10]. Recently, also in the low velocity
regime, Kramer et al [11] have studied the vortex–antivortex
behavior by scanning Hall microscopy. They reported that
the antivortices can be shaken by small ac field excitation,
while the vortices sitting on top of the magnetic structures
remain at rest. In other words, they demonstrated that
antivortices could be more easily subjected to motion than
the vortices. In the present work we differentiate between
different kinds of vortices (vortices at pinning sites, vortices
between pinning sites and antivortices), and show that they
move at different velocities. Furthermore, we establish a
quantitative comparison of the depinning forces necessary to
set the different kinds of vortices in motion. In doing so, we
distinguish experimentally the dominant type of vortices in
the dissipation process.

The paper is organized as follows. We first present the
experimental details on sample fabrication, magnetic char-
acterization and magneto-transport measurement methods. A
theoretical model based on the non-linear Ginzburg–Landau
theory is then introduced. Sections 2 and 3 address the
theoretical and experimental results and the analysis of
different classes of vortices and their mobility. Finally, our
findings are summarized in section 4.

2. The experimental method and theoretical model

Arrays of circular Co/Pd nanodots (230 nm diameter and
42 nm thickness, shown in figure 1(a)) were fabricated
on Si(100) substrates, using electron beam lithography and

the lift-off technique in combination with DC magnetron
sputtering in an ultrahigh vacuum chamber with a base
pressure of 1 × 10−8 Torr. The nanodots are polycrystalline,
arranged on a rectangular lattice (400 nm × 600 nm spacing)
covering an area of 100 µm × 100 µm. The dots consist of a
[Pd(0.6 nm)/Co(0.4 nm)]40 multilayer, deposited in 12 mTorr
Ar atmosphere, with a 2 nm Pd capping layer to prevent oxi-
dation. Samples grown with these parameters have been pre-
viously shown to exhibit a perpendicular anisotropy [12, 13].

Magnetic characterizations were performed using vi-
brating sample magnetometry (VSM) at room temperature
to confirm the remanent magnetic configurations of the
Co/Pd samples. Magnetic force microscopy (MFM) was
performed using a low moment CoCr coated cantilever in
phase detection mode. Scanning electron microscopy (SEM)
was also performed to study the nanodot morphology.

After the magnetic characterization, a 100 nm thick
Nb film was deposited by magnetron sputtering on top
of the magnetic dots, forming the magnetic/superconductor
hybrid structure (see the schematic in figure 1(b)). Standard
photolithography and ion etching techniques were used to
define a cross-shaped, 40 µm bridge centered on the array
to carry out the magneto-transport study. A commercial
helium cryostat with variable temperature insert and a
superconducting solenoid was used for the measurements.
Small magnetic fields (up to 1 kOe) were applied
perpendicularly to the sample plane, which do not alter the
remanent magnetic state of the nanodots.

To complement the experimental study, we performed
a theoretical analysis using the non-linear Ginzburg–Landau
(GL) formalism. Since we are dealing with a type-II
superconductor thin film, the formalism reduces to solving the
following equation:

(−i∇ − A)2ψ = (1− T − |ψ |2)ψ, (1)

where A denotes the vector potential resulting from the total
applied magnetic field H (consisting of the stray field Ehm
generated by the nanomagnets and the applied perpendicular
magnetic field EHa, i.e., rotEA = EH = Ehm + EHa), ψ is the
superconducting order parameter, and T is the temperature
scaled to the critical temperature Tc = 8.71 K. Generally
speaking, the physics of superconductor–ferromagnet hybrids
is often affected by the proximity effect, which is neglected in
equation (1). However, such effects can be accounted for by

2



Supercond. Sci. Technol. 26 (2013) 085018 A Gomez et al

adequately estimated suppression of superconductivity, which
can be included in equation (1) via spatially varying Tc. We
solve equation (1) iteratively by adding a time derivative of ψ
on the left side of the equation, where each step of iteration
corresponds to the GL time t0 = π h̄/8kBTc. The relaxed
numerical solution of equation (1) minimizes the free energy:

G /G0 = V−1
∫
−|ψ |4 dV, (2)

where G0 equals the superconducting condensation energy
Hc

2/8π and V is the volume of the sample. In equations
(1) and (2), the distances are expressed in units of the
coherence length ξ0 = ξ(T = 0), the vector potential is scaled
to 80/2πξ0 (where 80 is the flux quantum), and the order
parameter is scaled to its bulk value in the absence of field and
for zero temperature. The equation is solved in a rectangular
simulation region wx×wy (800 nm× 1200 nm) with periodic
boundary conditions (so in practice an infinite film is studied).

To explore the superconducting state, we initialize the
calculations from the zero-field cooled state (Ha = 0) and
ψ = 1. The magnetization of the dots can then be gradually
increased, and the ground state obtained for the previously
considered magnetization is used as the new initial condition
for recalculating the vortex structure. This process is repeated
with decreasing magnetization [14, 15], and in minor loops
for all vortex states found. Finally, a whole collection of
possible vortex configurations is obtained, and the ground
state is determined by comparing the energies of all stable
states. However, this procedure is different for the applied
homogeneous magnetic field (non-zero Ha). This field cannot
be gradually changed, as correct implementation of the
periodic boundary conditions requires the flux through the
simulation region to be an integer multiple of a flux quantum
80 [16]. Thus the procedure for fixed magnetization of the
dots but for varied external magnetic field is the same as that
described above, but the increments/decrements of the applied
field are discrete and determined by flux quantization.

3. Results and discussion

Prior to Nb deposition, magnetic characterization was
performed. Figure 2 shows the out-of-plane and in-plane
hysteresis loops of a reference sample and confirms the
out-of-plane anisotropy [17, 18]. The remanent state of the
magnetic dots is achieved by applying a 20 kOe saturating
magnetic field perpendicular to the substrate and then
switching it off. The nanodots exhibit a single-domain state
at remanence after saturation. The stray field generated by
the dots has been calculated, and is presented in the inset in
figure 2.

Once the magnetic characterization was performed, we
analyzed the influence of these magnetic nanodots on the
vortex lattice dynamics. Magneto-transport measurements
have been used to probe the vortex lattice behavior in
the low velocity regime. In our hybrid samples the vortex
lattice moves on two different pinning landscapes: (i) random
pinning potentials generated by intrinsic defects in the sample;
and (ii) periodic and ordered pinning potentials generated

Figure 2. Out-of-plane (blue circles) and in-plane (red squares)
hysteresis loop obtained for a reference sample of the
[Pd(0.6 nm)/Co(0.4 nm)]40 film. The inset shows the magnetic stray
field profile generated by each magnetic dot, in a plane 50 nm above
the dot.

by the Co/Pd magnetic dots. The competition between these
potentials governs the vortex lattice’s dynamic response. Two
extreme regimes can be expected, taking into account low and
high applied currents: (i) driving currents quite close to the
critical current; and (ii) at much higher driving currents. In the
former regime, for very low velocities, the intrinsic random
pinning overcomes the periodic pinning potentials [19]. In the
latter regime, the vortex lattice moves at very high velocities
and the interactions between the pinning centers and the
vortex lattice can be neglected. In this regime, the force
(current) versus velocity (voltage) is linear and the vortices
move in a free flux flow. In between those two regimes the
competition between the random and the ordered pinning
governs the vortex dynamics. This work focuses exactly on
this region of competing pinning interactions, specifically in
the narrow temperatures and driving force window where
the artificial (ordered) pinning governs the vortex lattice
behavior [19]. In this intermediate regime, a rich vortex
dynamics phenomenology [5] can be studied, e.g., effects of
commensurability between the vortex lattice and the array of
pinning centers [20], reconfiguration of the vortex lattice [21],
channeling effects [22], etc.

Figure 3(a) shows the magnetoresistance data ob-
tained at T = 0.99Tc, for the hybrid sample with
[Pd(0.6 nm)/Co(0.4 nm)]40 multilayer nanodots. Note that,
as shown previously, the dependence of the resistance on the
magnetic field is very different depending on whether the
applied magnetic field corresponds to matching condition or
not [20]. If the vortex density is an integer multiple of the
pinning center density (H = nHmatch) [23], the vortex and
the pinning lattices are commensurate and the vortex lattice
is strongly affected by the periodic pinning potential which
slows down the vortex motion. As seen in figure 3(a), this
manifests as well defined, equally spaced, sharp minima in
the magnetoresistance.

The results shown in figure 3(a) correspond to two
configurations of the remanent state: one with the positive
remanent magnetization (mz > 0) obtained with the saturating
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Figure 3. Resistance (R) as a function of the magnetic field (H) at
T = 0.99Tc with I = 3 mA and Tc = 8.71 K. Red filled circles
correspond to the curve obtained for negative remanent
magnetization and blue hollow squares to the positive remanent
magnetization. Figure 2(b) shows the Gibbs free energy as a
function of the external magnetic field.

field in the positive direction, and the other for the negative
saturating field (mz < 0). The periodic minima distribution
shows a clear asymmetry around Hmatch (−Hmatch) for the
positive (negative) remanent configuration, with more minima
observed when the magnetic moment lies parallel to the
external magnetic field (in positive fields for the mz > 0
configuration and in negative fields for mz < 0 configuration).

This observed asymmetry can be due to two different
origins. On one hand, the pinning strength depends on the
relative alignment between the magnetic moments of the dots
and the external applied magnetic field [24]. If the polarity
of the superconducting vortex and the magnetization of the
dot are parallel, the vortex is attracted by the dot [10]. The
opposite occurs if the two are in opposite directions; the
superconducting vortex is repelled by the magnetic dot and
resides at interstitial positions between the dots. The second
possible origin is the nucleation of vortex–antivortex (V–AV)
pairs by the magnetic dots [14]. In this case, the asymmetry
is produced by the annihilation of one of them by the external
magnetic field [25].

To determine the origin of the observed asymmetry in the
magnetoresistance curves shown in figure 3(a), we perform a
theoretical study of our system at T = 0.99Tc. For that, we

use the GL formalism explained above to simulate a 100 nm
thick Nb film (ξ0 = 9 nm [26]) grown on top of a rectangular
array (400 nm × 600 nm) of out-of-plane magnetized Co
nanodots (40 nm thick and 230 nm diameter) with positive
magnetization (mz > 0). The Co saturation magnetization was
rescaled from 1400 to 560 G (16 nm of Co out of 40 nm total
thickness) to simulate the average magnetization of the Co/Pd
multilayer structure of the nanodots.

To begin with, we analyze the calculated free energy
versus the magnetic field normalized to the first matching
field (Hmatch; figure 3(b)). A clear asymmetry is observed
around +Hmatch and it is in agreement with the experimental
results shown in figure 3(a). The global minimum of the
free energy—highlighted by a circle—is reached at the first
positive matching field. This minimum proves that states with
vortices have lower energy than those without them. This
may be due to two reasons: (1) the energetically favorable
compensation of the vortex currents and the screening currents
over the dots (where vortices are pinned); and (2) the
nucleation of a V–AV pair over each dot and subsequent
annihilation of antivortices with vortices due to external field.
To clarify the underlying mechanism for this phenomenon,
we calculate and visualize the nucleation and stabilization of
vortex states in our system.

The non-linear Ginzburg–Landau (GL) theory is a
very useful tool for revealing the actual vortex lattice
configuration, since it allows for a nonuniform distribution of
the superconducting order parameter 9(r); i.e. vortex cores
can be imaged in this numerical experiment at locations
where the order parameter drops to zero, and its phase has
a whirl of 2π . Using the GL approach we obtained the ground
state configuration for different numbers of vortices per unit
cell, i.e. under different (fractional and integer) matching
fields. Figure 4 shows the contour plots of the Cooper pair
density of the ground state vortex configurations obtained for
a magnetic array of dots with positive magnetization (mz > 0)
for different values of the applied magnetic field ranging from
(a) H = −Hmatch, i.e. the first negative matching field, to (l)
H = 4Hmatch, i.e. for applied field four times the value of the
first matching field.

Figure 4(e) shows the contour plot configuration obtained
for H = 0. It is clear that no V–AV pairs are induced in
the sample, probably because they cannot be separated and
stabilized since the magnetic lattice is too dense compared
to the coherence length at this temperature (ξ(0.99Tc)) [14].
However, figures 4(d) and (f) show that under a small applied
magnetic field (H = ±0.25Hmatch), V–AV pairs are induced
in the system as was predicted earlier in [27]. This suggests
that vortex–antivortex creation and annihilation processes
are essential in the analysis of the energy spectrum of the
superconducting state of the system considered. Therefore,
in figure 5 we show the simulated antivortex annihilation
by the external magnetic field. State (a) corresponds to the
vortex configuration obtained for H = 0.75Hmatch, for which
one antivortex is placed in the interstitial position in the
field of view shown. Then, the external vortex induced by
the applied magnetic field enters the observed area (states
(b) and (c)), until it annihilates with the existing antivortex
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Figure 4. Contour plots of the Cooper pair density for the ground state vortex configurations obtained in a sample with positive magnetic
remanent state of the nanodots, for different external applied magnetic fields: from H = −Hmatch (a) to H = 4Hmatch (l). Blue/red color
corresponds to low/high Cooper pair density, white/black circles show the positions of the vortices/antivortices and dashed lines indicate the
unit cells of the periodic lattice of nanodots.

(state (d)) and the ground state is obtained. Therefore,
the optimal superconductivity is obtained for H = Hmatch
(where a minimum in the free energy is found (figure 2(b)))
due to the most favorable compensation of currents in the
system (i.e. minimized supercurrents due to compensation of
Meissner currents over the dots by currents of vortices sitting
on the dots), but also due to the annihilation of any remaining
interstitial antivortices for H < Hmatch.

In summary, for H = Hmatch only vortices on top of the
dots are obtained: the external magnetic field annihilates the
antivortices generated by the magnetic dots and only vortices
are established in the ground state. For higher matching
fields, 2Hmatch and 3Hmatch, more vortices are pinned on the
dots, they coalesce into a giant vortex (with vorticity 2 and
3 respectively) [28]. The opposite process occurs for H =
−Hmatch, in which case the external magnetic field annihilates
the vortices placed on top of the dots and an antivortex lattice
is established at the interstitial positions of the array, while
dots remain vortex-free. This state is unstable under an applied
drive since interstitial antivortices are very loosely bound to
the dots.

Finally, we point out one more particular state, namely for
H = 4Hmatch, where we find that a three-quanta giant vortex

Figure 5. Antivortex annihilation process for H = Hmatch. Inset
(a) shows the initial state, which corresponds to H = 0.75Hmatch
(figure 3(h)). Insets (b)–(d) show the snapshots of the annihilation
process and inset (e) shows the final state.

is placed on top of the dots and an extra vortex appears in
the interstitial position of the dot array. This can be seen in
the magnetoresistance curves shown in figure 3, where the
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fourth minimum is much shallower and less defined than
the first three minima. This is a fingerprint indicating that
the fourth minimum corresponds to a vortex configuration in
which an interstitial vortex appears as shown in figure 4(l).
Dots of similar dimensions tend to a vortex occupation
number of 1 [29], but, in the present case, the out-of-plane
magnetization of the dots increases the filling factor up to
3 [11]. This increase in the filling factor is the reason that no
vortex reconfiguration is observed in our magnetoresistance
curves contrary to what is observed for Ni dots of similar
dimensions [21]. Finally we note that in our calculations
the proximity effect was not taken into account, although
in principle it can affect the filling factor. We have checked
this by suppressing superconductivity above all dots, only
to realize that it has no consequence for any of the above
reported phenomena. At the same time, the suppression due
to proximity prevents one from observing the peculiarities of
the vortex states (as e.g. shown in figure 4), so we opted to
disregard the proximity effect in all figures presented.

From the above results we conclude that the combination
of suitable magnetic pinning potentials and appropriate
applied magnetic fields (number of vortices in the unit cell
of the array) allows discrimination between different kinds of
vortices in the sample, so commensurability effects become a
tool for distinguishing between different kinds of vortices and
studying their dynamics.

To study the vortex lattice dynamics we perform
the following experimental procedure. First, we apply the
appropriate magnetic field to establish a certain vortex
configuration and we keep it constant. Then, we apply a
current density EJ, which yields a Lorentz force on the
vortices, EFL = EJ × En80, where En is the unit vector along
the field direction. Above the threshold current, this force
sets the vortex lattice into motion with average velocity Ev.
Force–velocity curves (FL versus v) can be extracted from the
experimental I–V characteristics by calculating the Lorentz
force and using the Josephson relation for the electric field
EE = EB × Ev. Force–velocity curves measured at two different
fields: at matching field Hmatch and at a smaller field value
Houtmatch close to Hmatch but far enough away to be out of
matching conditions have been obtained to extract the force
enhancement 1FL = FL matching − FL out of matching. This is
a measure of the driving force enhancement at matching
conditions where a vortex lattice is moving with long range
order induced by the ordered potential landscape [19]. In
addition, by plotting1FL versus the vortex lattice velocity we
can detect the velocity range for which the interaction between
the ordered pinning and the different kinds of vortices is
observable.

We have chosen three experimental conditions for
exploring the relevant dynamics: (i) the antivortex lattice,
i.e. one interstitial antivortex per unit cell, placed in its center
(figure 4(a)); (ii) the trapped single-vortex lattice, i.e. a single
vortex sitting on each dot (figure 4(i)); and (iii) a vortex lattice
with a trapped giant vortex and a single interstitial vortex, i.e. a
giant vortex at each dot and one interstitial vortex in the center
of the unit cell (figure 4(l)). Figure 6 shows the results for
the three situations considered: an isolated antivortex (circles),

Figure 6. Force enhancement (1FL = FL matching −

FL out of matching) as a function of the vortex lattice velocity at 0.99Tc.
Red circles show the pinning enhancement for H = −Hmatch, blue
stars that for H = Hmatch and green squares that for H = 4Hmatch.

vortices placed on the dots (stars), and finally interstitial and
pinned vortices (squares).

First of all, we observe that the vortex dynamics are
sensitive to the type of vortex which is moving. Taking into
account that the highest value of 1FL indicates the most
ordered moving lattice [19], the vortex lattice consisting of
‘pinned’ vortices shows an enhancement in their interaction
with the pinning landscapes. This is indicative of the strong
attractive interaction between a vortex line and a magnetic
moment aligned parallel to it and it places it in the largest
vortex velocity interval where the order occurs. On the other
hand, the motion of antivortices (H = −Hmatch) can be
considered as scaled down in comparison with that of the
vortices (H = Hmatch). In this case, the antivortices experience
a repulsive interaction with the magnetic dots and the origin
of the pinning is a ‘caging effect’. This interaction results
in a weaker pinning, and a 1FL reduction is observed. In
addition, the velocity interval where the ordering takes places
is reduced.

Finally, we have studied the results obtained for the
vortex lattice with interstitial vortices (H = 4Hmatch in
figure 4(l)). In this case, the interaction between the pinned
vortices and the interstitial vortices makes the vortex lattice
stiffer and the onset velocity is shifted to higher values and, at
the same time, the velocity interval where the moving lattice
is ordered has shrunk.

These results shed light on other key vortex dynamics
issues, which are the evaluation of the forces necessary to
move a vortex or an antivortex lattice and quantification of
the difference in the pinning strength. Figure 7 shows the
experimental results obtained using the normalized Lorentz
force difference (FLn=+1−FLn=−1)/(FLn=−1), where FLn=+1
and FLn=−1 are the Lorentz forces needed to move the vortex
and antivortex lattices at a certain velocity, respectively. We
observe that the force needed to start moving the vortex

6



Supercond. Sci. Technol. 26 (2013) 085018 A Gomez et al

Figure 7. Velocity dependence of the normalized difference of the
Lorentz force needed to move a vortex and an antivortex
((FLn=+1 − FLn=−1)/FLn=−1) at T = 0.99Tc. Note that the force
needed to start moving a vortex is 65% higher than that needed to
start moving an antivortex. Once they are moving, the difference is
40% until the velocity is high enough that interaction between the
vortex lattice and pinning array is overcome.

lattice is 65% higher than that for the antivortex. Once they
are moving, the difference plateaus at 40% over a range
in velocity spanning three orders of magnitude. When the
velocity is high enough that the interaction between the
vortex/antivortex lattice and the pinning array is overcome and
the free flux flow regime is reached, this difference vanishes.

4. Conclusions

In summary, vortex states in a Nb film with embedded arrays
of magnetic nanodots have been studied. We show that by
applying a small external magnetic field, vortex–antivortex
pairs can be induced in the sample, which results in a plethora
of possible vortex configurations as a function of the applied
field. Using the commensurability effect, i.e. selecting the
appropriate magnetic field, three different kinds of periodic
lattices have been established in the sample: (i) the pure
antivortex lattice; (ii) the vortex lattice with all vortices pinned
on the dots; and (iii) the vortex lattice with pinned and
interstitial vortices. The dynamics of these three different
vortex lattices have been explored. The pinned vortex lattice
shows the most robust response with the broadest velocity
window (the vortices remain as an ordered lattice between
1 and 104 m s−1) and the strongest interaction between
the periodic array and the vortex lattice. For the antivortex
lattice, the antivortices sit at the interstitial sites, experiencing
weaker pinning interaction. For the vortex lattice including
interstitials, the onset velocity where the lattice becomes
ordered is increased by more than two orders of magnitude.
Finally, for the parameters of our sample, it has been
quantified that the force needed to start moving a vortex
lattice is around 65% higher than the one needed to move

the antivortex lattice. These findings present an important
contribution to the ongoing efforts in understanding and
controlling the low dissipation states in superconductors,
which are as technologically relevant as the mostly considered
fully superconducting state.
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